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Comparison of HPCC Systems® Thor vs Apache Spark
Performance on AWS

Summary

There have been several Spark performance studies. But, until now, no one has compared
Spark's performance to HPCC Systems Thor's performance. This paper does so by putting
both cluster architectures on a few low-cost AWS instances and executing different
benchmark functions on both. The functions we chose have been used by others to study the
performance of Spark. We found , for a dataset that fitin memory, Spark had a better
execution time for SortByKey; both clusters had similar execution times for Count, Count Filter
and SortByKeylnt; and Thor had better execution times for AggregateByKey,
AggregateByKeylnt, DataGenerationString and DataGenerationInt. Furthermore, for a dataset
too large to fitin memory, Thor had better execution times than Spark on all but one
benchmark function. Spark and Thor had similar execution times for SortByKey.

1. Introduction

In the past, there have been papers that discussed the performance of Apache Spark®. But, no paper
has compared the Apache Spark’s performance to the HPCC Systems Thor cluster? performance.

When we first became interested in comparing a Thor cluster to an Apache Spark cluster we started to
look at the performance of a Thor cluster when executing the Gray Sort. Why? Because a Spark cluster
had won the 2014 Gray Sort competition where 100 TBs of data where sorted using 206 AWS i2.8xlarge
instance types'. We abandoned this effort because of the expense of 206 i2.8xlarge instance types
(currently $6.820 per instance per hour or $1,404.92 per hour for 206 instances)®.

We decided to host both Thor and Apache Spark clusters on a small number of lower cost AWS
instance types. We felt this would be a good test for two reasons: 1) the lower cost made it possible to
do the experiments, and 2) most often those interested in using a data cluster like Thor or Apache

! https://spark.apache.org/news/sparwins-daytonagraysort-100tb-benchmark.html
https://link.springer.com/chapter/10.1007/9783-319-314099 3
https://www.oreilly.com/ideas/investigatingsparksperformance

2 An HPCC Systems can have two different types of clusteihor and/or ROXIE cluster. A ROXIE cluster, or rapid
delivery engine, functions as the engine that delivers answers to queries (e.g. from the web). The function of a
Thor cluster is very similéo the function of a Spark cluster. Both are designed to execute bigvdatelows

including such tasks @&xtraction, loading, cleansing, transformations, linking and indexing

3i2.8xlarge instance type is a retired instance type. Today, an equival&h8xlarge which costs much less,

$2.496 per hour.
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https://spark.apache.org/news/spark-wins-daytona-gray-sort-100tb-benchmark.html
https://link.springer.com/chapter/10.1007/978-3-319-31409-9_3
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Spark would use a smaller number of instances and if they used AWS they would probably use a less
expensive instance type. Also, we decided to test the performance of both clusters on a variety of
different functions because it would give the reader a better feel for what computation each cluster
type performed best.

2. Cluster Specifications

Both the Thor and Spark clusters were created on AWS with one r3.2xlarge instance type for the
master and 3 r3.2xlarge instance types for slaves. The r3.2xlarge instance type has 8 cores, 61 GiB RAM,
and 160 GB SSD storage.

2.1 Thor

A parameter that was set on the Thor cluster is the number of slave nodes per instance, i.e.
slavesPerNode. This parameter determines 1) how many file parts exists on each instance, e.g. if there
are 16 slave nodes per instance then each logical file will have 16 parts on each instance, and 2) the
number of virtual slave nodes on each slave instance.

We tried three different settings for slavesPerNode, 4, 8, and 16. We got the fastest execution times
with slavesPerNode set to 16. The execution times shown in this paper are for slavesPerNode set to
16.

2.2 Spark

There are three parameters we have considered while tuning the performance of Spark: number of
executors, executor core, and executor memory. We found the fastest execution times with executors
as 24, executor core as 1 and executor memory is 7000MB.

3.Experimental Methodology

The functions executed by both the Thor and Apache Spark clusters were selected for two reasons: 1)
both have these functions as fundamental operations (for HPCC Systems in the ECL language and for
Spark in the Scala language); and 2) others (specifically DataBricks) have used the same functions
studying the performance of the Apache Spark cluster”.

4 https://github.com/databricks/sparkperf
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3.1 Data Generation

In this work, we have tried to emulate the standard practice of benchmarking followed by other
works. Benchmark’s requiring integer data were run with 6.25 billion records for the 100 GB dataset
and 12.5 billion for 200 GB dataset. Benchmark’s requiring string data were run with 1 billion records
for the 100 GB dataset and 2 billion for the 200 GB. A record of string data has 10 bytes for the key field
and 90 bytes for the fill field; while, a record of integer data has 8 bytes for the key field and 8 bytes for
the fill field (total of 16 bytes).

For the data, we chose two sizes: 100 GB and 200 GB. These sizes were chosen because 100GB when
partitioned (distributed) to the three slave instances would fitin RAM (61 GiB of RAM per instance).
Further, 200 GB was selected because it would not fitin RAM.

3.2 Benchmarking Functions
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3.2.4 Count with Filter
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4., Results: Comparison of Thor to Apache Spark

Below are the bar charts comparing execution times for each benchmark function executed on both
Apache Spark and Thor. In section 4.1 and section 4.2 there are two bar charts that compare Apache
Spark to Thor. The first bar chart compares execution times when the size of the data is 100GB; while,
the second compares execution times when the size of the data is 200 GB. In each bar chart, there are

2 bars: one for Spark (blue bars), and one for Thor (1= ba09).
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4.1 Bar Charts Comparing Execution Times When Data was 100GB

Run Time Thor vs Spark100GB
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4.2 Bar Charts Comparing Execution Times When Data was 200GB

Run Time Thor vs Spark200GB
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4.3 Speedup Bar Charts
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