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Introduction : Certification Approach

Introduction : Certification Approach

This document provides steps you can use to certify your HPCC Systems® environment.

Use this procedure when you create a new HPCC Systems instance or after you make any changes or
upgrades to the system. This will ensure that your system is functioning properly.

You can also use all or some of these procedures on a regularly scheduled basis or before mission critical
data processing.

@ We suggest reading this document in its entirety before beginning.

© 2025 HPCC Systems®. All rights reserved
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Introduction : Certification Approach

Scope

These procedures certify the following functional areas:

» System Machine Readiness

» Data Transfer from Data Refinery to Landing Zone

» Data Transfer from Landing Zone to Data Refinery

» Data Refinery Functions

Certify Data Refinery full sort capabilities

Certify Data Refinery local sort capabilities

Certify Data Refinery local dedup capabilities
Certify Data Refinery hash dedup capabilities
Certify Data Refinery compress I/O capabilities
Certify Data Refinery string search capabilities
Certify Data Refinery Engine key build capabilities
Certify Data Delivery Engine access to indexed data

Certify Rapid Data Delivery Engine access to indexed data

* hThor Functions

e Thor Functions

* Roxie Functions

© 2025 HPCC Systems®. All rights reserved
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Introduction : Certification Approach

Before You Begin

1. Make sure the _Certification folder is in your repository. This is typically installed with the IDE.

2. Remove any items that might be left from previous certifications. Search and remove any old Workunits,
DFU Workunits, data files, and published queries.

3. Filenames and other variables are defined in the _Certification.Setup file, you can edit this file to change
the number of records or filenames produced.

© 2025 HPCC Systems®. All rights reserved
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Preflight

Preflight

The first step in certifying that the platform is installed and configured properly is to run a preflight check on
the components. This ensures that all machines are operating and have the proper executables running.
This also confirms there is adequate disk space, available memory, and acceptable available CPU % values.

» Open ECL Watch in your browser using the following URL:

http://nnn.nnn.nnn.nnn:pppp (where nnn.nnn.nnn.nnn is your ESP Server's IP Address and pppp
is the port. The default port is 8010)

Note: That your IP address could be different from the ones provided in these figures. Please
& use the IP address provided by your installation.

© 2025 HPCC Systems®. All rights reserved
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Preflight

Preflight System Servers

1. Click on the Operations icon then click on the System Servers link.

Figure 1. System Servers link

A ECL Watch & = .

Topology Disk Usage Target Clusters Cl

System Servers ‘

(& Refresh | Cpen Configl_lratiun| Preflight ~ |

[7] Informational Logs Mame
Audit Log Component Lot
¢ || Dalis

A screen similar to the following displays.

Figure 2. System Servers page

SYSTEM Servers
(& Refresh pen Configuration Preflight =

[ wformational  Logs Mame Queus
Audit Log Component Lot
¥ | Dalis

¥ = DfuServers

¥ | DropZones

b | EclAgents

¥ | EclCCServers
» o EclSchedulers

¥ | EspServers

¥ o EspSenvers
b o FTSlaves
¥ | LdapServers

¥ | SashasServers

¥ - SparkThors
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Preflight

2. Expand the folder for the System Server then check the box next to the desired component(s).

Figure 3. Select System Servers

System Servers
lo'nm:h prefight ~ |)

~ [ Inform3tmar— Logs Name Queue
Audit Log Component Log
4 [ Dalis

4 |- Dfuservers

- |

L

4 [~ DropZones

L
4 |+ EclAgents

EEE -

With the servers selected, the preflight action button activates and you can press it to display the preflight
options.

© 2025 HPCC Systems®. All rights reserved
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Preflight

3. Check or uncheck any desired options then Press the Submit button to start preflight.

Figure 4. Submit

Jrs ety nrs” R e WL T SRR w’“\f}
f
i

i:-w Preflight =
T T o i E T T T 1
i

Action: Machine Information -1

Processor Information:
Storage Information:

Local File Systems Only:

Get Software Information:
show Processes Using Filter:

S]]

Addtional Processes To Filter: Any Addtional Processes To

Aiito Refresh:

D1 - Ec| u
i ~ Auto Refresh Increment: 5
t{”' - EC

{g_.] -fc Warn if CPU usage is over: 95

‘%" warn if available memory is under: a5
3

Warn if available disk space is under:
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EXPECTED RESULTS:

After pressing Submit, a screen similar to the following displays.

Figure 5. System Component Information

Topology Disk Usage  Targer Clusters  Clusier Processes  Sysien Servers | hecusly  Monionng  Dynamic ESDL  Log Visualization

System Servers Machine Information

Praflsght Results

) Refresh

[Location Companent Conditlon  State  Frocesses Down  Computer Up Time  Physical
10,19 080 41 fvar/lib/HPCCSystems,/mydali/ Dali Server{mydali] Mormal Raady 4 days, 2306 TGS
10 080 41 fvarlibHPCCSystems /mydfuserver  Dfu Server[mydfuserer) Normal Ready 4 days, 23:06 TER

10 P VR0 01 fearTibHPCCSystems /mypeclagent Agent Exec[myeclagent] Hormal Ready

4 days, 23.08 TEx
140.1 "
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Preflight

This screen displays information about the selected system components. This information indicates whether
the components are actually running appropriately. The resulting page shows useful information about each
component. The component name, location, condition, the component state, how long the component has
been up and running, the amount of disk usage, memory usage and other information is available at a

glance.

If there are any alerts, the component(s) are highlighted, indicating they require further attention.

For example, the following image indicates there is an issue with the DFU Server.

Figure 6. System Server Alert
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Preflight Results

% Refrash

Companent

Location
1 Daali serverimydali]

Avar /Ny HPCCSystems mydali

Esplmyespl

Chypstems,/ myfislave

Jvar/lib/HPC

FT Slave|myfislave)

Dfu Servermydfuserer]
Agaent Exec[myaclagent]
Ecl €€ Servermyeciccsercer)

Eel Schedulermyeclscheduler]

Condition  State  Processes Down  Computer Up Time
5 days
5 days, 3:03

Normal

Dyramic ESDL  Log Visualization

Ready

| mydfuserver

crmial Readh
Nermal Readh
Mormal Read

5 days

ays

30

30

30

3

5 days, 3:03
§ days, 3:03
5 days, 3.03
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Preflight Target Clusters

Use the Target Clusters link to preflight all your clusters.

1. Click on the Operations icon then click on the Target Clusters link.

Figure 7. Target Clusters Link

System Servers Secly

( Refresh | Ope;1£cnf;gl.rati0:1| Preflight ~

[# [ Name Node
] 4 hthor_160
[¢2] 10.173.160.101 - EclCCServerProcess... nodel&0101

= 10.173.160.101 - EclAgentProcess - ec... nodel60101
[+4] 10.173.160.101 - EclSchedulerProcess .. nodel&0101

] 4 roxie_160

[¢2] 10.173.160.1 - RoxieCluster - roxie 160 nodel&0001

This displays a detailed listing of all your systems' Clusters.

2. Click on the select all check box, in the top row on the left side, to select all of the target clusters.

Optionally, you can just check the box(es) next to only the cluster(s) you want to preflight. If you choose
to preflight all Target Clusters, you do not need to preflight Thor and Roxie separately as detailed below.

With the clusters selected, the preflight action button activates and you can press it to display the preflight

options.

© 2025 HPCC Systems®. All rights reserved
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Preflight

Figure 8. Select Target Clusters

: JW-’ ,,. v:.- . --_:-<,:-,---- -l[ Target CIustErS .. T _IL T T R T -"

Target Clusters ‘ Target Clusters (legacy)

i

e
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(&. Name B

10.173.160.1 - RoxieCluster - roxie_160

nodel1&0001

10.173.160.101 - EclCCServerProcess - eclccserver nodel1&60101

10.173.160.101 - EclschedulerProcess - eclscheduler nodel&0101

10.173.160.103 - ThorCluster - thor_160

DI ® EE

DEDDD

nodel&0103

3. Select or de-select any desired options, then press the Submit button at the bottom to start preflight.

© 2025 HPCC Systems®. All rights reserved
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Preflight

Figure 9. Submit
JJ.” {le wﬁf‘mmﬁﬁmaﬁw

ion Preflight =

Action: Machine Information -

warn if available memory is under: a5

Processor Information:
- Roxli Storage Information:
'-,_?] . Eg Local File Systems Only: E
. Get software Information: ]
show Processes Using Filter:
- Addtional Processes To Filter: | Any Addtional Processes To
i Auto Refresh:

01 - Ec u
i Auto Refresh Increment: 5
i{D_l_-EQ Warn if CPU usage is over: 95

3 - TH

‘E-u-
m
5]

Warn if available disk space is under:

31 - EclAgentProcess - eclagent nodels0101

NOTE: Depending on the size of your system, there could be a slight delay in displaying the results.

EXPECTED RESULTS:

After pressing Submit, a screen similar to the following should display.

© 2025 HPCC Systems®. All rights reserved
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Preflight

Figure 10. Target Cluster Information

Target Clusters

| Preflight Results

) refresh

Location

10.173.160.101 /var/lib/HPCCSyste

10.173.160.3

This screen displays information on your system's component nodes. This information can help to indicate
if everything is operating normally or can help to point out any potential concerns.

If there are any notable alerts, they are highlighted. These alerts usually require some attention.

If you have any alerts you should examine the specified component further. It is indicative of some kind

of problem or abnormality.
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Preflight

Preflight Thor

1. Click on the Operations icon then click on the Cluster Processes link.

Figure 11. Cluster Processes Link

A ECL Watch & = ¢,

Cluster F‘mcesses| 5 o

Topology Disk Usage Target Clustels

Clusters

( Refresh | -C:lpen-:'cnfig:.wation| Preflight - |

Em Servers Security Mo

1 [ Mame Domain Platform Slave Number
[3] » 5 ThorCluster - thor_160 Linux

[+3] + == RoxieCluster - roxie_160 Linux

2. Expand the Thor cluster by clicking on the arrow next to the ThorCluster link.

Figure 12. Thor Cluster link

Clusters |

( Refresh | Open Configurati

Mame

|§| @ ThorCluster - th

» E= RoxieCluster - ro

3. Check the box next to any individual nodes to examine or check the Select All checkbox in the first row.

4. With the systems selected, the preflight action button activates and you can press it to display the preflight
options.

5. Select or de-select any desired options, then press the Submit button at the bottom to start preflight.

© 2025 HPCC Systems®. All rights reserved
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Preflight

Figure 13. Submit

,J;s P OO o VIRID o WV e Sy WL WP (NEEEY i

§1 Preflight -
= T . E
{ !

Action:

Warn if available disk space is under:

Processor Information: l‘
Storage Information: |
Local File Systems Only: /| |
Gert Software Information: |
Show Processes Using Filter:
Addtional Processes To Filter: Any Addtional Processes To |r
T Auto Refresh: E I
i ~ Auto Refresh Increment: 5
1 -Ec |
{Q] . Ec Warn if CPU usage is over: 95 [
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Em . EC |
|
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EXPECTED RESULTS:

After pressing Submit, a screen similar to the following displays.

Figure 14. Cluster Process results

Topalogy DIsk Wsage Targes Clusters | Clusrer Processes | SySTem Servers  Seourity  Moniosing  Dynamic ESOL  Log Visuallization

Clastars Maching Infosmaton

Preflight Resules

(T Refresh
Locarion Component Condlilon  State  Frocesses Down Computer Up Time  Physical Me
1 | fvarlib/HPCCSystems,thor 160, Thor Slavefthor_160] Mormal Ready 91 days, 2:22 23%

d fuarlib/HPCCSystems,thor_ 160/ Thor Shave[thor_160] Mormal Ready 225 days, 3:54 208

103 fvarMibHPCCSys) Theor

terjehor 160 Mormal

Ready 434 days, 1206

This displays information on your selected cluster(s). This information can help to indicate if everything is
operating normally or can help to point out any potential concerns.

© 2025 HPCC Systems®. All rights reserved
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If there are any notable alerts, they are highlighted. The alerts usually require some additional attention.

© 2025 HPCC Systems®. All rights reserved
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Preflight

Preflight the Roxie Cluster

1. Click on the Operations icon then click on the Cluster Processes link.

Figure 15. Cluster Processes Link

A ECL Watch & = ¢,

Cluster F‘mcesses| 5 o

Topology Disk Usage Target Clustels

Clusters

( Refresh | Open-:'cnf:ge.wationl Preflight - |

Em Servers Security Mo

1 [ Mame Domain Platform Slave Number
[3] » 5 ThorCluster - thor_160 Linux

[l

+ == RoxieCluster - roxie_160 Linux

2. Expand the Roxie cluster by clicking on the arrow next to the RoxieCluster link.

Figure 16. RoxieCluster link

Clusters |

( Refresh | Open Configurati

] [ Mame
[ v E5 ThorCluster - th

[«3] @ RoxieCluster - ro

3. Check the box next to any individual nodes to examine or check the Select All checkbox in the first row.

4. With the systems selected, the preflight action button activates and you can press it to display the preflight
options.

5. Select or de-select any desired options, then press the Submit button at the bottom to start preflight.

© 2025 HPCC Systems®. All rights reserved
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Preflight

Figure 17. Submit

J,mwfwm L W N
ion Preﬂighl! =

Action: Machine Information

Processor Information:
- Roxi Storage Information:
Local File Systems Only:
Get Software Information:
show Processes Using Filter:

S

Addtional Processes To Filter: | Any Addtional Processes To

Auto Refresh:
D1

Auto Refresh Increment:

Warn if CPU usage is over: 95

Warn if available memory is under: a5

B (dd4d 4

%5 -

‘EU
™
(5]

warn if available disk space is under: . 95

% -

1 - EclAgentProcess - eclagent nodelc0101

EXPECTED RESULTS

After pressing Submit, a screen similar to the following should display.

Figure 18. Roxie system information

Clusters Machine Information

Preflight Results

% Refresh

Location Component = < Computer Up Time _ Physica
10773 Wi.1 /var/lib/HPCCSystems,/roxie_160/ Roxie Server[node1&0001] 4 days, 20:05

10078 sd 2 Svar/lib/HPCCSystems/roxie_160/ Roxie Server[node 1 60002] 138 days, 21:37 ER L
10078 2.3 fvar/lib/HPCCSystems,/roxie_1 60/ Roxie Server[nodel60003] 138 days, 21:37 3%

138 d

Roxie Servefinodel 60004] , 2137

1088

5.0w0 4 fvar/lib/HPCCSys
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This indicates whether the Roxie nodes are running, and some additional information about them.

If there are any notable alerts, they are highlighted. The alerts usually require some additional attention.

© 2025 HPCC Systems®. All rights reserved
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Certify Thor & Roxie

Certify Thor & Roxie

The following sections will help you to Certify that the Thor, hThor, and Roxie components of your system
are all working correctly.

Build Data on Thor

1. Open the ECL IDE

Enter the Login ID and Password provided.

Login ID hpccdemo

Password hpccdemo

2. Open the _Certification.BuildDataFiles file.

« In the lower right corner of the ECL IDE you will see a section labeled Repository, containing a few
folders. These folders contain the ECL files. Click the + sign next to Samples, open the folder.

» Navigate to the _Certification folder and click the + sign next to it to. Open it and view the contents.

Figure 19. ECL Files in _Certification

NP T Ty
Fﬁepositor}' s o oA
'> &2 edibrary
{j t [ My Files
g = D Samples
p - [ IMDB

X T utorialfouria
B~ [ _Certification

| build_index

fjBuildDataFiles
| Certify_Dla )

| DataFil

| IndexFile
| Layout_FulFormat
| read_index

| ReadIndexService
| ReadMeFirst

| Setup

| spray_verification

“-k?_ f]lRepns... f]l‘."'."nrks... f]:‘Datas...

» Double-click on the BuildDataFiles file to open it.

In the BuildDataFiles file, you will see some ECL code in the file as follows:

© 2025 HPCC Systems®. All rights reserved
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Certify Thor & Roxie

Base :
Ml t

Cert. Set up. NodeMul t 1; // max
Cert. Setup. NodeMul t 2; // max

20
20

These two multipliers, NodeMultl and NodeMult2 define the total number of millions of records. The
values as configured in the _Certification sample generate 2,000,000 records. Typically you would want
to generate 1 million records per node, up to 400 nodes. The maximum data set size is 18,800,000,000
bytes (47 * 400 million). The code used in this example is designed to generate a maximum of 400
million records. A larger number of nodes will result in fewer records per node, however the code will
still work as intended for this exercise.

3. Select thor as Target from the drop menu on the right side.

Figure 20. Target thor

: o o
| -w'i'crw;,-,-* CREia
- -
Search Synitax

-;'I Target: | thor (

JHHT‘?HHT'T’ 'H?EHT'THH#

m:f.]..., Risk Data Nanagement Inc.>
r=n ;3.“{1 .EFQF‘\I""] 1' -=-1= ='|"";.T1

4. Press the Submit button.

© 2025 HPCC Systems®. All rights reserved
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Certify Thor & Roxie

Figure 21. Submit button

.:' DE A g )+ default - ECL IDE - BWR_B
- Home | \View
| E} P ‘-'ﬂ'! % ) undo | SelectaN | Eﬁ = @ #} | Show Comple
= T RIE o Delete = = #} || Show Depen
Submit | Locate Faste Fimd Chedk 4
- Advanced... v &t || Copy Title
Current Clipboard Editor Search Synitan

= ildDataFiles.ecl
Target: | thior

w‘l’hllﬂrh'!lﬂ'l'ﬂ'll‘ﬂ'l'h'!lﬂ'l’h'!l‘h'ﬂ'!lh'lhﬂlﬁlhﬂ!h'lhﬂl’h'!F-H'Ih'!lﬂ'lﬁ'

g Copyright (C) <2012> <LexiaMNexis Risk Data Management Inc.> ‘

3

g k1l righta reserved. This program is NOT PRESENTLY free sofcwa
it under the terma of the GNU Affero General Public License as
published by the Free Software Foundation, either wersion 3 of

=) License, or (&t your option) any later wvercaion.

-

,a This program ia distributed in the hope that it will be usefu

§ but WITHOUT ANY WARRAMNTY: without even the implied warranty

E HERCHANTAEILITY or FITHNESS FOR A PARTICULAR FPURFPOSE. See the

-]

- GNU Affero Generml Fublic License for more detmils.

You should have received a copy of the GNU Affero General Publ
|§ i o AR R~ SO i | | E Y. -
T Ay
5 < W2D11051 1-102043 |
o Syntax Errors B X Errorlog
A

Mess Code | Location

Note: This code generates a data file and writes it to disk.

EXPECTED RESULT:

Look for the green checkmark indicating successful completion
Figure 22. Green Checkmark

;;.L\IL?,! [

[
" Builder |~ W20140703-143648
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Certify Thor & Roxie

1. Open ECLWatch and look at the Workunit details page. This illustrates the steps of the query in real-time.

This process generates 2,000,000 - 47-byte records in a file with the logical name of certification::ful-
| _test distributed

Note: The filename and other variables are defined in the _Certification.Setup file.

Figure 23. Workunit details page

q |=] BuildDataFiles.ecl

Description:

Protected: £l

Cluster: thor

s0cla ) Pl g Li

3 Results: (1)
Result 1 (2000000 rows] Zip .gz oxls certification::full test distnbuted

& Graphs: (1)

(purnon) puly |_£

& Timings: (9)

¢
¢ | ECL wakch | Graphs | Result 1

Builder I_ ¢ BuildDataFiles (W20111123-104240) |

T tagE g e Pl AP AP P

=T E

A

Ligv#
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Certify Thor & Roxie

2. View the result by selecting the Result1 tab (should be similar to the following):

Figure 24. View the Result

Font !
a4 BuildDataFiles.ecl )
= | ## |Frame Iname |Dranqe|street |2i|:|s|a|:|e|l:|irth state | birth mu:unth|u:une|iu:| | fileposition ™
% 1 |JAY |BRYANT 1 HIGH 11 32 FL JAN 1 1 0 A\
'tgn Z |JAY BRYANT 1 HIGH 11 32 FL FEE 1 |3 |47 {
% 3 |JALY BRYANT 1 HIGH 11 32 FL APR 1 |5 |94 F
2 4 |JALY BRYANT 1 HIGH 11 32 FL MAY i 7 141

5 |JAY BRYANT 1 HIGH 11 32 FL JUN 1 9 188 {
& |JALY BRYANT 1 HIGH 11 32 FL JUL 1 11 235 B
ﬁl 7 |JAY BRYANT 1 HIZH 11 32 FL ATIZ 1 13 Z8E
i g |JALY BRYANT 1 HIGH 11 32 |GA JAN 1 15 329 :
% 9 |JALY EBRYANT 1 HIGH 11 32 |GA FEE 1 17 376
_CP:‘ 10 | JAY |ERYANT 1 HIGH 11 32 |GA AFPE 1 19 423 |
% 11 |JAY |ERY¥ANT 1 HIGH 11 32 |GA MAY 1 21 470 .
12 |JAY BRYANT 1 HIGH 11 32 |GA JUN i 23 517
am 1w omwanrm| UTow e ma e T 1+ laclesa
S ECL'Watch | Graphs
= Builder | BuildDataFiles (w20111123-104240) | .
[}
das r‘l b ”"“ o d purvenae ¥ o “tr ‘“J
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Certify Thor & Roxie

Certify Thor Functionality

This section certifies:

 Certify Data Refinery full sort capabilities
 Certify Data Refinery local sort capabilities
 Certify Data Refinery local dedup capabilities
 Certify Data Refinery hash dedup capabilities
 Certify Data Refinery compress I/O capabilities

 Certify Data Refinery string search capabilities

1. Open the ECL IDE

Enter the Login ID and Password.

Login ID hpccdemo

Password hpccdemo

2. Open the _Certification.Certify_DR file.

* In the lower right corner of the ECL IDE you will see a section labeled as Repository, containing a few
folders. This contains the ECL files. Click the + sign next to Samples, to open the folder.

* Navigate to the _Certification folder and click the + sign next to it to open it and view the contents.

© 2025 HPCC Systems®. All rights reserved
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Certify Thor & Roxie

Figure 25. ECL Certify DR File

I‘ E_,_”__‘("[jﬁﬁg'”%.,{&ﬁg P
“..  Repository A
::::ﬁ = [0 Samples o
3 G- [T IMDB
:f j me: e
i : _Certification
{r‘- | ----- build_index \
!J ol (| BuildDataFiles }
"‘--E ..... DataFile E 4
LH || IndexFj =
1] | I Layout_FulForma
% .
P I read_index
"}- ----- ReadIndexServics
I}; ----- ReadMeFirst
S I, Setup | &
ﬂi ..... spray_werificatior -
'x 1| i | *»
;*, "§ Repﬂl gWDFKS... .§'Daﬁai---

¢ Double-click on the Certify DR file to open it.

3. Select thor as the Target from the drop menu on the right side.

Figure 26. Target: thor

I:' st i II:""EH’E‘L&’H.-‘\? e -F’-"IF. N
e - = Fa¥ s Lopy Title
{: Search Syntax
N,
3
.-r N |
i Target: .thcr
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4. Press the Submit button.
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Figure 27. Submit button

Copyri g‘lr
iy VY

Note: This file uses the previously generated data and tests a series of Thor capabilities. It does not write
data to disk. It will take a few minutes to complete, depending on the size of your system.

Look for the Green checkmark indicating successful completion.

Figure 28. Green checkmark

R PEIRN
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E tntal nodes := Certificati:
P

T
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*«1

\igntax Errc- rs

The ECL Watch Results tab section should be as follows:

o

Result 1 Full Global Join - should = 2 million : 2000000
Result 2 Local Join - should = 2 million (local): 2000000
Result 3 Dedup - should = 2 million (joined): 2000000
Result 4 Complex I/O - should = 2 million: 2000000
Result 5 Hash Aggregate (Should be 2 records): 2
Result 6 Global Aggregate (Should be 2 records): 2
Result 7 Local Aggregate (Should be 2 records): 2
Result 8 Global Grouped Rollup (Should be 2 records): 2
Result 9 Local Rollup (Should be 2 records): 2

Result 10 Local Grouped Rollup (Should be 2 records): 2

© 2025 HPCC Systems®. All rights reserved
29



Certify Thor & Roxie

Result 11 Global It/Srt/Ddp (Should be 2 records): 2

Result 12 Global Grouped It/Srt/Ddp (Should be 2 records): 2
Result 13 Local 1t/Srt/Ddp (Should be 2 records): 2

Result 14 Local Grouped It/Srt/Ddp (Should be 2 records): 2

Result 15 String Search Results: 100000

© 2025 HPCC Systems®. All rights reserved
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Certify Key build capabilities

This section will certify that the system can perform its key build capabilities.

1. Open the ECL IDE

Enter the Login ID and Password.

Login ID hpccdemo

Password hpccdemo

2. Open _Certification.build_index file.

 In the lower right corner of the ECL IDE you will see a section labeled as Repository, containing a
couple of folders. This contains the ECL files. Select the + sign next to it Samples, open the folder.

* Navigate to the _Certification folder and select the + sign next to it to open it and view the contents.

Figure 29. Expand the _Certification folder

ey
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i, &[] IMDB
=" ] _Certification

-----
----- | | BuildDataFites

T e || DataFile [
----- j IndexFile |E
o 0 j Layout_FulForma
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A |_| ReadIndexService
” ----- j ReadMeFirst

L. | R °| Setup
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L
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=

» Double-click on the build_index file to open it.
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3. Select thor as Target from the drop menu on the right side.

Figure 30. Target: thor
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4, Press the Submit button.
Figure 31. Submit button
---./i_i-"-.‘ | '_‘._."" e "kf
<] =5 L B
e |

£ :
i Copyri g.lr
-\.'l”_' 'ﬁ..\_‘\ -"\-.

Note: This file uses the previously generated data. It builds an index on one of those data files.

EXPECTED RESULT

Look for the green checkmark indicating successful completion.

Figure 32. Green checkmark
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The file we created earlier is indexed by Last Name and the index file, thor::full _test distributed_index,
is written to disk.
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Verify the Index Build

1. Open ECL Watch in your browser using the following URL:

http://nnn.nnn.nnn.nnn:pppp (where nnn.nnn.nnn.nnn is your ESP Server's IP Address and pppp
is the port. The default port is 8010)

2. Click on the Files icon, then click on Logical Files.

Figure 33. Browse Logical Files link

A HPCC Platform & = .

Logical Files™ Landing Zones  Workunits  XRef

Lagical Files

Z Refrash | Open Delete | RemoteCopy » | Copy * Rename »  Add To Superfile »
=l (i) & Logical Name Owner  Description Clu
cerification: full test distributed jimbo myT;
g @ certification:full test distributed indsx EmilyKate -

MW

3. Check the box next to certification::full_test_distributed_index , then press the Open action button.

4. Select the Contents tab.
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Figure 34. Contents

|Logical Files | Landing Zones  Workunits  XRef
Logical Files | cerification: ful_test_distribured_index  x

£ summary | Contents ECL DEF XML File Pars | O} Queries | Workunit

Download: Zip GZip XLS | ¥ Filter = |
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5 BEYANT DIRK 1 25TH 11 31 AL
& BRYANT OIRK 1 25TH 11 31 AL
T BRYANT OIRH 1 2E5TH 11 3 AL
B BRYANT LDIRHE 1 25TH 11 1 AL
a2 BRYANT OIRK 1 28TH 11 1 AL
10 BRYANT DIRK 1 25TH Ll 31 AL
il BRYANT DIRE 1 £5TH 1l 31 =1
12 BEYANT DIRK 1 Z5TH 11 31 =1
i3 BEYANT DIRK 1 25TH 11 31 ChA
14 BEYANT DIRK 1 25TH 11 31 Cha
is BEYANT 1 31 Cha
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Certify Thor Access to Indexed Data

This section certifies Thor access to indexed data.

Certify Thor Access

1. Open the _Certification.read_index file.

 In the lower right corner of the ECL IDE you will see a section labeled as Repository, containing a
couple of folders. This contains the ECL files. Click the + sign next to Samples, open the folder.

» Navigate to the _Certification folder and click the + sign next to it to open it and view the contents.

Figure 35. Expand the _Certification folder
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» Double-click on the read_index file to open it.

2. Select thor as Target from the drop menu on the right side.

Figure 36. Target: thor
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3. Press the Submit button.

Figure 37. Submit button
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EXPECTED RESULT:

The first 100 records from the query display, looking similar to the following (BRYANT in last name).

Figure 38. Results page

TTTL

) 4 read_index.ecl
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5 |DIRE BRYANT 1 £5TH 11 31 |AL JUL
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— |7 |DIRE BRYANT 1 £5TH 11 31 |AL MAR ;
g g |DIRK BRYANT 1 £25TH 11 31 |AL MAY
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Compile and Publish a Roxie Query

1. Open the _Certification.ReadIndexService file, If you do not have it open already.

* In the lower right corner of the ECL IDE you will see a section labeled as Repository, containing a
couple of folders. This contains the ECL files. Click the + sign next to Samples, open the folder.

» Navigate to the _Certification folder and click the + sign next to it to open it and view the contents.

Figure 39. _Certification folder
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» Double-click on the ReadIndexService file to open it.

2. Select roxie as Target from the drop menu on the right side.

Figure 40. Target roxie
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3. Inthe upper left corner the Submit button has an arrow next to it. Select the arrow to expose the Compile
option.

Select annlln from-the drop list under the submit button
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Figure 41. Compile
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Look for a green circle indicating successful completion. Once complete, select the Workunit next to the
the green circle.

Figure 42. Completed Workunit: Green circle
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4. Select the ECL Watch button at the lower left corner of the window.

Figure 43. Select ECL Watch
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5. Select the Publish button from the ECL Watch tab that you just opened. (you may have to scroll down
in the main window)

e
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Figure 44. ECL Watch Publish button

1 |ia] busild_index.ecl  |..] ResdindexService.ec

1 | igf W20140703-144019 | Variables (16) | Cutputs (1) | Inputs Timers (31) | Graphs (1) | workflows ‘) Queries  Re
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Job Name: ReadindexService
#W20140703-144019 | Remote Dalk
SoUrce Process:
Action: compile Comment:
Priority: MNome
compiled :
e & Allow Foreign Files:

. EmilyKate
Owner: ¥ Submit

Scope: EmilyKare

Job Name: ReadindexService

. Open the ESP page in your browser using the following URL:

http://nnn.nnn.nnn.nnn:pppp (where nnn.nnn.nnn.nnn is your ESP Server's IP Address and pppp
is the port. The default port is 8002)

Figure 45. Roxie ESP

HPCC Systems view  Frame P

Active Queries

= ~Targets

readindexservice < & bes ,

READINDEXSERVICEREQUEST

- Inamein:

- fnamein:

. Click the + sign next to roxie, to expand it
. Click readindexservice

. Enter the name BRYANT in the Iname field.
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Figure 46. Enter Inamein

Form

&

readindexservice ©” = ba &, [Efnamic Form :I

READINDEXSERVICEREQUEST

Inamein: |EIRYANT

fnamein:

prangein: l

streetin:

Zipsin: : ]

agein: I

birth_statein:

birth_monthin:

| OUTPUT TABLES [+] | Subm't;‘}J [ Clear all |
.-h“
L . J S TN NP Y

10Press the Submit button at the bottom of the form.

EXPECTED RESULT:

A list of 100 records should display, looking similar to the following (BRYANT in last name).
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Figure 47. Result

[QuerySet Aliases

= Que&ﬂﬂs read index Response ‘
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L. read_index Dataset: Result 1 ‘

+ - myroxia [mame| name |prange|street|zips|age|birn state|birh montjone| a0 filepos
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2 |DIRK |BRYANT] 1 |25TH| 11|31 AL ALG 1 |1569200|838TE26R

3 |DIRK |[ERYANT] 1 25TH| 11 | 31 AL FEB 1 |1560280|838TB033

4 |DIRK |BRYANT 1 25TH| 11 | 31 AL JAM 1 1568278 |33BTTIEG

5 |DIRK |[BERYANT| 1 25TH| 11 | 3 AL JUL 1 |1568288|838T8221

6 |DIRK |[ERYANT| 1 25TH| 11| 31 AL JUM 1 1550285 |83BTE1T4

T |DIRK |ERYANT| 1 25TH| 11 | 31 AL MAR 1 1588113 36650632
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11 | DIRK |ERYANT|] 1 25TH| 11 | 31 A APR 1 | 881065 | 20726154 ;

12 |DIRK |ERYANT| 1 25TH| 11 | 21 Ch ALIG 1 | 881873 |20726342

13 |DIRK |ERYANT| 1 25TH| 11 | 31 CA FEB 1 | 981063 | 20726107

14 |ome Jeryant] 1 |2sTH] 11| 2 CA JAM 1 | sa1061 |20725060

15 |oIRK |BRYANT| 1 |25TH| 11 | 31 CA JuL 1 | aa1071 |20726205

16 |DIRK |[BRYANT| 1 |25TH| 11| 31 CA Jur 1 | 831969 |20726248

17 |DIRK |BRYANT| 1 |25TH| 11|31 CA MaR 1 | 331110 |55856038

18 | DIRK sMT| 1 o5 11 MAY 1 | 881957
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Spray and Despray Data

This section verifies the systems ability to Spray and Despray data.

Spraying takes a file and distributes pieces of it across the nodes. Despray is the opposite--the system
combines the data from the multiple nodes into a single file.
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Certify Despray

The next step to verify that your system is working properly is to test the Despray capabilities. Despray is
when the system combines the data from the multiple clusters into a singular file that can be moved to the
Landing Zone from the Data Refinery.

Despray from ECL Watch

Despray is the opposite of spraying, is a good way to certify that piece is working properly.
1. To despray, go to ECL Watch in a browser window.
Open ECL Watch in your browser using the following URL:

http://nnn.nnn.nnn.nnn:pppp (where nnn.nnn.nnn.nnn is your ESP Server's IP Address and pppp
is the port. The default port is 8010)

NOTE: To copy a URL to the clipboard, click the #| icon from the row of icons along the
top of the ECL Watch page.

This opens a window with the full URL. Select the entire URL and you can copy it to the
clipboard to paste elsewhere.

2. Click on the Files icon, then click on Logical Files.

Figure 48. Browse Files

A HPCC Platform & = ¢,

Logical Files

Lagical Files

Landing Zones Workunits XRef

£ Refresh | Open Delete | Remote Copy - opy *  Rename v vld To Superfile

=l (i) & Logical Name Owner  Description Clu

certification: full test distributed Jjimbo My

il certification: full test distributed index EmilyKate my

MW

3. Check the box next to certification::full_test_distributed_index , then press the Despray action button.
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Logical Files  Landing Zones  Workunits  XRef

Logical Files

2 Refresh Open  Delate Remote Copy = Copy * Rename *  Add To Superfile = Despray = | ¥

= = (i) & Logical Name Rec
. \L/ | | LG = Targat
certification  full_test_distl 4 0
3 G Drop Zone: mydropzone
FOE (T Cermifican full pesy dicn) i
M SSONCAOLMIIESL BN | g pddress:  [10.239219.2 e
Path: winr i HPC CSystems mydropzani (
Split Prefix:
Logical Mame Target Mame
certification: full_test_distributed_index

full_test_cistnbited ind

- Optians

Overwrite: Use Single Connection:

Despray

The Despray File dialog opens.

. Provide Destination information.

Target

Drop Zone Use the drop list to select the machine to despray to. The items in the list
are landing zones defined in the system's confguration. Your system may
have only one.

IP Address This is prefilled based upon the selected machine.

Path The complete file path of the destination.

Split Prefix Prefix

Logical Name The Logical File to be sprayed (this is prefilled and cannot be altered)

Target Name The target filename. This is prefilled with the last portion of the Logical file-
name, but can be changed..

Overwrite Check this box to overwrite a file with the same name if it exists.

Use Single Connection  Check this box to use a single network connection to despray the file.

. Press the Despray button.

A DFU Workunit tab for each job opens. You can see the progress of each despray operation on the tab.
If a job fails, information related to the cause of the failure also displays.
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EXPECTED RESULTS:

Upon completion of the despray operation you will have a single file. You can then retrieve the file from the
landing zone. This will certify that the despray operation is working correctly.
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Certify Spray

The file will be sprayed from the Landing Zone to the Data Refinery, this will certify that data can be moved
from Landing Zone to the Data Refinery.

To use a data file in our HPCC Systems cluster, we must first "spray" it to a Thor cluster. A spray or import
is the relocation of a data file from one location to a Thor cluster. The term spray was adopted due to the
nature of the file movement -- the file is partitioned across all nodes within a cluster.
For this example, we will spray the full_test_distributed file that we just put out on our landing zone.
We are going to spray the file to our Thor cluster and give it a logical name of certification::full_test_dis-
tributed. The Distrubuted File Utility maintains a list of logical files and their corresponding physical file
locations.
1. Click on the Files icon, then click the Landing Zones button on the navigation bar.
2. Click on the arrow next to your dropzone to expand the list.

The files on your drop zone display.

3. Check the checkboxes for the file(s) you want to spray (full_test_distributed) , then click on the Fixed link.

The Spray Fixed dialog displays.
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4. Fill in relevant details:

Target
Group Select the name of cluster to spray to. You can only select a cluster in your
environment.
Queue Select the queue for the spray.
Target Scope The prefix for the logical file, in this case certification
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Target Name The logical filename to create. This is pre-filled with the name of the source
file on the landing zone, but can be changed.
Record Length The size of each record. In this case it is 47
Options:
Overwrite Check this box to overwrite files of the same name.
Replicate Check this box to create backup copies of all file parts in the backup directory

(by convention on the secondary drive of the node following in the cluster).

This option is only available on systems where replication has been

enabled.

Compress Check this box to compress the files.

No Split Check this box to prevent splitting file parts to multiple target parts.

Expire in (days) An integer value indicating the number of days before automatically remov-
ing the file. If omitted, the default is -1 (never expires).

Fail if no source file Check this box to allow the spray to fail if no source file is found.

. Press the Spray button.

A DFU Workunit tab displays for each job. You can see the progress of each despray operation on the
tab. If a job fails, information related to the cause of the failure also displays.
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EXPECTED RESULTS

1. Click on the Files icon, then click on Logical Files.

Figure 49. Browse Files
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2. Click on the sprayed file, select Open to view the logical file details..

3. Select the Contents tab to view contents.
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