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The Spark HPCC Systems Connector

Overview

The Spark-HPCCSystems Distributed Connector is a Java library that facilitates access from a Spark cluster
to data stored on an HPCC Systems cluster. The connector library employs the standard HPCC Systems
remote file read facility to read data from either sequential or indexed HPCC datasets.

The data on an HPCC cluster is partitioned horizontally, with data on each cluster node. Once configured,
the HPCC data is available for reading in parallel by the Spark cluster.

In the GitHub repository (https://github.com/hpcc-systems/hpcc4j) you can find the source code and exam-
ples.

A walk-through of the examples is provided in the Examples section.

The Spark-HPCCSystems Distributed Connector also supports PySpark. It uses the same classes/API as
Java does.

As is common in Java client communication over TLS, Spark-HPCC connectors targeting an
@ HPCC cluster over TLS will need to import the appropriate certificates to local Java keystore.

*One way to accomplish this is to use the keytool packaged with Java installations. Refer to
the keytool documentation for usage.

The HPCC integrated Spark plugin is no longer supported as of version 9.0.0 in favor of stand-alone user-
managed Spark clusters linked to the HPCC platform using the Spark-HPCC connector.
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Unsigned Value Overflow

Java does not support an unsigned integer type so reading UNSIGNEDS values from HPCC data can cause
an integer overflow in Java. UNSIGNEDS values are often used as unique identifiers in datasets, in which
case overflowing would be acceptable as the overflowed value will still be unique.

The Spark-HPCC connector allows unsigned values to overflow in Java and will not report a exception. The
caller is responsible for interpreting the value based on the recdef isunsigned flag.
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Primary Classes

The HpccFile class and the HpccRDD classes are discussed in more detail below. These are the primary
classes used to access data from an HPCC Cluster. The HpccFile class supports loading data to construct
a Dataset<Row> object for the Spark interface. This will first load the data into an RDD<Row> and then
convert this RDD to a Dataset<Row> through internal Spark mechanisms.

The org.hpccsystems.spark.HpccFile class has several constructors. All of the constructors take information
about the Cluster and the name of the dataset of interest. The JAPI WS-Client classes are used to access
file detail information. A definition used to select the columns to be returned and a definition to select the
rows to be returned could also be supplied. These are discussed in the Additional Classes of Interest section
below. The class has two methods of primary interest: the getRDD(...) method and the getDataframe(...)
method, which are illustrated in the Example section.

The HpccFile class getRecordDefinition() method can be used to retrieve a definition of the file. The get-
FileParts() method can be used to see how the file is partitioned on the HPCC Cluster. These methods
return the same information as can be found on the ECL Watch dataset details page DEF tab and the
PARTS tab respectively.

The org.hpcesystems.spark.HpccRDD class extends the RDD<Record> templated class. The class
employs the org.hpccsystems.spark.HpccPart class for the Spark partitions. The org.hpccsystems.s-
park.Record class is used as the container for the fields from the HPCC Cluster. The Record class can
create a Row instance with a schema.

The HpccRDD HpccPart partition objects each read blocks of data from the HPCC Cluster independently
from each other. The initial read fetches the first block of data, requests the second block of data, and
returns the first record. When the block is exhausted, the next block should be available on the socket and
new read request is issued.

The HpccFileWriter is another primary class used for writing data to an HPCC Cluster. It has a single
constructor with the following signature:

public HpccFileWiter(String connectionString, String user, String pass) throws Exception {

The first parameter connectionString contains the same information as HpccFile. It should be in the following
format: {http|https}:/{ECLWATCHHOST}:{ECLWATCHPORT}

The constructor will attempt to connect to HPCC. This connection will then be used for any subsequent
calls to saveToHPCC.

public | ong saveToHPCC( Spar kCont ext sc, RDD<Row> scal aRDD, String cl usterNang,
String fileNane) throws Exception {

The saveToHPCC method only supports RDD<row> types. You may need to modify your data representa-
tion to use this functionality. However, this data representation is what is used by Spark SQL and by HPCC.
This is only supported by writing in a co-located setup. Thus Spark and HPCC must be installed on the
same nodes. Reading only supports reading data in from a remote HPCC cluster.

The clusterName as used in the above case is the desired cluster to write data to, for example, the "mythor"
Thor cluster. Currently there is only support for writing to Thor clusters. Writing to a Roxie cluster is not
supported and will return an exception. The filename as used in the above example is in the HPCC format,
for example: "~example::text".

Internally the saveToHPCC method will Spawn multiple Spark jobs. Currently, this spawns two jobs. The
first job maps the location of partitions in the Spark cluster so it can provide this information to HPCC. The
second job does the actual writing of files. There are also some calls internally to ESP to handle things
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like starting the writing process by calling DFUCreateFile and publishing the file once it has been written
by calling DFUPublishFile.
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Example Python code:

# Connect to HPCC and read a file
df = spark.read.| oad(fornmat="hpcc",
host ="127. 0. 0. 1: 8010",
passwor d="",
user name="",
l'imtPerFilePart=100,
# Limt the nunber of rows to read fromeach file part
projectList="fieldl, field2, field3.childFieldl",
# Comma separated |ist of colums to read
fil eAccessTi meout =240,
pat h="exanpl e:: file")
# Wite the file back to HPCC
df .write. save(format="hpcc",
node="overwite",
# Left blank or not specified results in an error if the file exists
host ="127. 0. 0. 1: 8010",
passwor d="",
user name="",
cl uster="nyt hor",
pat h="exanple::file")

Example Scala code:

/'l Read a file from HPCC
val dataframe = spark.read. format ("hpcc")
.option("host","127.0.0. 1: 8010")
.option("password", "")
.option("usernanme", "")
.option("limtPerFilePart", 100)
.option("fil eAccessTi neout", 240)
.option("projectList","fieldl, field2, field3.childField")
.l oad("exanple::file")
// Wite the dataset back
datafrane. wite. nnde("overwite")
.format ("hpcc")
.option("host","127.0.0.1: 8010")
.option("password", "")
.option("usernanme", "")
.option("cluster","mythor")
.save("exanple::file")

Example R code:

df <- read.df (source = "hpcc",
host = "127.0.0.1:8010",
path = "exanple::file",
password = "",
username = "",
l'imtPerFilePart = 100,
fil eAccessTi meout = 240,

projectList = "fieldl, field2, field3.childField")

wite.df (df, source = "hpcc",
host = "127.0.0.1:8010",
cluster = "nythor",
path = "exanple::file",
node = "overwite",
password = ""
username = "",

fil eAccessTi meout = 240)
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Additional Classes of interest

The main classes of interest for this section are column pruning and file filtering. In addition there is a helper
class to remap IP information when required, and this is also discussed below.

The column selection information is provided as a string to the org.hpccsystems.spark.ColumnPruner object.
The string is a list of comma separated field names. A field of interest could contain a row or child dataset, and
the dotted name notation is used to support the selection of individual child fields. The ColumnPruner parses
the string into a root TargetColumn class instance which holds the top level target columns. A TargetColumn
can be a simple field or can be a child dataset and so be a root object for the child record layout.

The row filter is implemented in the org.hpccsystems.spark.thor.FileFilter class. A FileFilter instance is
constricted from an array of org.hpccsystems.spark.thor.FieldFilter objects. Each FieldFilter instance is
composed of a field name (in doted notation for compound names) and an array of org.hpccsystems.s-
park.thor.FieldFilterRange objects. Each FieldFilterRange instance can be an open or closed interval or a
single value. The record is selected when at least one FieldFilterRange matches for each of the FieldFilter
instances in the array.
The FieldFilterRange values may be either strings or numbers. There are methods provided to construct
the following range tests: equals, not equals, less than, less than or equals, greater than, and a greater than
or equals. In addition, a set inclusion test is supported for strings. If the file is an index, the filter fields that
are key fields are used for an index lookup. Any filter field unmentioned is treated as wild.
Simple File Filter Details
Filtering is supported using a limited subset of SQL. Limitations are imposed on the HPCC platform side.
The largest limitation is that you cannot use an AND statement on the same field. For example, "AGE > 21
AND AGE < 65" is not valid. You can use IN as a workaround, in most cases.
» Supported Subset of Operators

e = (Equal) e.g., AGE=33

e <> (Not Equal) e.g., AGE<>33

e > (Greater Than) e.g., AGE>33

¢ < (Less Than) e.g., AGE<33

e >=(Greater Than or Equal To) e.g., AGE>=33

e <=(Less Than or Equal To) e.g., AGE<=33

¢ IN(valuel, value2, ... , valueNN) (in the specified set of comma-separated values) e.g., IN (‘US',
'France’, 'UK’)

¢ NOT IN(valuel, value2, ..., valueNN) (Not in the specified set of comma-separated values) e.g., NOT
IN ('US', 'France’, 'UK")

* AND (The AND operator returns a record if all the conditions are TRUE) e.g., AGE = 33 AND GENDER
='M". Note: You cannot use AND on the same field.

* OR (The OR operator returns a record if any of the conditions are TRUE) e.g., AGE = 33 OR GENDER

— '\
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The usual deployment architecture for HPCC Clusters consists of a collection of nodes on a network. The
file management information includes the IP addresses of the nodes that hold the partitions of the file. The
Spark-HPCC connector classes use these IP addresses to establish socket connections for the remote
read. An HPCC Cluster may be deployed as a virtual cluster with private IP addresses. This works for the
cluster components because they are all on the same private LAN. However, the Spark cluster nodes might
not be on that same LAN. In this case, the org.hpccsystems.spark.Remapinfo class is used to define the
information needed to change the addressing. There are two options that can be used. The first option is
that each Thor worker node can be assigned an IP that is visible to the Spark cluster. These addresses
must be a contiguous range. The second option is to assign an IP and a contiguous range of port numbers.
The Remaplnfo object is supplied as a parameter.

© 2025 HPCC Systems®. All rights reserved
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Examples

We have provided some examples of utilizing a Spark environment. The examples provided are dependent
on the Spark shell.

You can refer to the examples in the Github repository:

https://github.com/hpcc-systems/hpccéj/tree/master/spark-hpcc/Examples
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