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Introducing HPCC Systems®
Administraton

Introduction

HPCC (High Performance Computing Cluster) is a massive parallel-processing computing platform that solves Big
Data problems.

HPCC stores and processes large quantities of data, processing hillions of records per second using massive parallel
processing technology. Large amountsof dataacrossdisparate data sources can be accessed, analyzed, and manipul ated
in fractions of seconds. HPCC functions as both a processing and a distributed data storage environment, capable of
analyzing terabytes of information.

© 2016 HPCC Systems®. All rights reserved
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Architectural Overview

An HPCC a/stems® Platform consists of the following components: Thor, Roxie, ESP Server, Ddli, Sasha, DFU
Server, and ECLCC Server. LDAP security is optionally available.

Figure 1. HPCC Architectural Diagram
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Data loading is controlled through the Distributed File Utility (DFU) server.

Datatypically arrives on the landing zone (for example, by FTP). File movement (across components) is initiated by
DFU. Datais copied from the landing zone and is distributed (sprayed) to the Data Refinery (Thor) by the ECL code.
Data can be further processed via ETL (Extract, Transform, and Load process) in the refinery.

A single physical file is distributed into multiple physical files across the nodes of a cluster. The aggregate of the
physical files creates onelogical file that is addressed by the ECL code.

Figure 2. Data Processing
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The dataretrieval process (despraying) places the file back on the landing zone.
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Clusters

HPCC environment contains clusters which you define and use according to your needs. The types of clusters used
in HPCC:

Thor

Data Refinery (Thor) — Used to process every one of billions of records in order to create billions of "improved"
records. ECL Agent (hThor) is also used to process simple jobs that would be an inefficient use of the Thor cluster.

Roxie
Rapid Data Delivery Engine (Roxie) — Used to search quickly for a particular record or set of records.

Queries are compiled and published, usually in ECL Watch. Data movesin parallel from Thor nodes to the receiving
Roxie nodes. Parallel bandwidth utilization improves the speed of putting new datainto play.

ECL Agent

The ECL Agent's primary function is to send the job to execute on the appropriate cluster. The ECL Agent can act
as a single-node cluster. That is called spawning an hThor cluster. hThor is used to process simple jobs that would
otherwise be an inefficient use of Thor. For simple tasks, the ECL Agent will make a determination and perform the
execution itself by acting as an hThor cluster.

Figure 3. Clusters
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System Servers

The System Servers are integral middleware components of an HPCC system. They are used to control workflow and
intercomponent communication.

Dali

Dali is also known as the system data store. It manages workunit records, logica file directory, and shared object
services.

It maintains the message queues that drive job execution and scheduling. It also enforces the all LDAP security re-
strictions.

Sasha

The Sasha server isacompanion “housekeeping” server to the Dali server. It worksindependently of all other compo-
nents. Sasha s main function isto reduce the stress on the Dali server. Whenever possible, Sasha reduces the resource
utilization on Dali.

Sasha archives workunits (including DFU Workunits) which are stored in a series of folders.

Sasha also performs routine housekeeping such as removing cached workunits and DFU recovery files.

DFU Server

DFU server controls the spraying and despraying operations used to move datain and out of Thor.
DFU services are available from:

+ Standard librariesin ECL code.

 Client interfaces: Eclipse, ECL Playground, ECL IDE, and the ECL command line interface.

* DFU Plus command line interface.

ECLCC Server

ECLCC Server is the compiler that translates ECL code. When you submit ECL code, the ECLCC Server generates
optimized C++ which is then compiled and executed. ECLCC Server controls the whole compilation process.

When you submit workunits for execution on Thor, they arefirst converted to executable code by the ECL CC Server.

When you submit aworkunit to Roxie, code is compiled and later published to the Roxie cluster, whereit is available
to execute multiple times.

ECLCC Server is also used when the ECL IDE requests a syntax check.

ECLCC Server uses a queue to convert workunits one at a time, however you can have ECLCC Servers deployed in
the system to increase throughput and they will automatically load balance as required.

ECL Agent

ECL Agent (hThor) isasingle node process for executing simple ECL Queries.

ECL Agent is an execution engine that processes workunits by sending them to the appropriate cluster. ECL Agent
processes are spawned on-demand when you submit a workunit.

© 2016 HPCC Systems®. All rights reserved
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ESP Server

ESP (Enterprise Service Platform) Server is the inter-component communication server. ESP Server is a framework
that allows multiple services to be “plugged in” to provide various types of functionality to client applications via
multiple protocols.

Examples of servicesthat are plugged into ESP include:
» WSECL.: Interface to published queries on a Roxie, Thor, or hThor cluster.

» ECL Watch: A web-based query execution, monitoring, and file management interface. It can be accessed viathe
ECL IDE or aweb browser. See Using ECL Watch.

The ESP Server supports both XML and JSON Formats.

LDAP

Y ou can incorporate a Lightweight Directory Access Protocol (LDAP) server to work with Dali to enforce the security
restrictions for file scopes, workunit scopes, and feature access.

When LDAP is configured, you need to authenticate when accessing ECL Watch, WSECL, ECL IDE, or any other
client tools. Those credentials are then used to authenticate any requests from those tools.

Client Interfaces

The following Client Interfaces are available to interact with the HPCC Platform.

Eclipse

With the ECL plug-in for Eclipse, you can use the Eclipse IDE to create and execute queries into your data on an
HPCC platform using Enterprise Control Language (ECL). Eclipse is open-source, and multi-platform and it can be
used to interface with your data and workunits on HPCC. The ECL plug-in for Eclipseis aso open-source.

ECL IDE

ECL IDE is a full-featured GUI providing access to your ECL code for ECL development. ECL IDE uses various
ESP services via SOAP.

The ECL IDE provides access to ECL Definitions to build your queries. These definitions are created by coding an
expression that defines how some calculation or record set derivation is to be done. Once defined, they can be used
in succeeding ECL definitions.

ECL Watch

ECL Watch is aweb-based query execution, monitoring, and file management interface. It can be accessed via ECL
IDE, Eclipse, or aweb browser. ECL Watch allows you to see information about and manipulate workunits. It also
allows you monitor cluster activity and perform other administrative tasks.

Using ECL Watch you can:

» Browse through previously submitted workunits (WU). You can see a visual representation (graphs) of the data
flow within the WU, complete with statistics which are updated as the job progresses.

* Search through files and see information including record counts and layouts or sample records.

© 2016 HPCC Systems®. All rights reserved
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e Seethe status of all system servers.
* View logfiles.
» Add users or groups and modify permissions.

See the Using ECL Watch Manual for more details.

Command Line Tools

Command linetools: ECL, DFU Plus, and ECL Plus provide command line access to functionality provided by the
ECL Watch web pages. They work by communicating with the corresponding ESP service via SOAP.

See the Client Tools Manual for more details.

© 2016 HPCC Systems®. All rights reserved
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Hardware and Software Requirements

This chapter describes some of the hardware and software requirements in order to run the HPCC System. HPCC
is designed to run on commodity hardware, which makes building and maintaining large scale (petabytes) clusters
economically feasible. When planning your cluster hardware, you will need to balance a number of considerations
specific to your needs.

This section provides some insight into the hardware and infrastructure that HPCC works well on. This is not an
exclusive comprehensive set of instructions, nor amandate on what hardware you must have. Consider thisasaguide
to use when looking to implement or scale your HPCC system. These suggestions should be taken into consideration
for your specific enterprise needs.

Network Switch

The network switch is a significant component of the HPCC System.

Switch requirements

 Sufficient number of portsto allow all nodes to be connected directly to it;
e |GMP v.2 support
» IGMP snooping support

Ideally your HPCC system will perform better when each node is connected directly into a single switch. Y ou should
be able to provide a port for each node on a single switch to optimize system performance. Y our switch size should
correspond to the size of your system. Y ou would want to ensure that the switch you use has enough capacity for each
node to be plugged into it's own port.

Switch additional recommended features

» Gigabit speed

* Non-blocking/Non-oversubscribed backplane
» Low latency (under 35usec)

» Layer 3 switching

* Managed and monitored (SNMP isaplus)

* Port channel (port bundling) support

Generally, higher-end, higher throughput switches are also going to provide better performance. For larger systems, a
high-capacity managed switch that can be configured and tuned for HPCC efficiency is the best choice.

© 2016 HPCC Systems®. All rights reserved
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Load Balancer

A load balancer distributes network traffic acrossanumber of servers. Each Roxie Nodeis capabl e of receiving requests
and returning results. Therefore, aload balancer distributes the load in an efficient manner to get the best performance
and avoid a potentia bottleneck.

Load Balancer Requirements

Minimum requirements

» Throughput: 1 Gigabit
 Ethernet ports: 2
» Balancing Strategy: Round Robin

Standard requirements

» Throughput: 8Gbps
* Gigabit Ethernet ports: 4
» Baancing Strategy: Flexible (F5 iRules or equivalent)

Recommended capabilities

« Ability to provide cyclic load rotation (not load balancing).

« Ability to forward SOAP/HTTP traffic

« Ability to provide triangul ation/n-path routing (traffic incoming through the load balancer to the node, replies sent
out the viathe switch).

« Ability to treat a cluster of nodes as a single entity (for load balancing clusters not nodes)

or
* Ability to stack or tier the load balancers for multiple levelsif not.

© 2016 HPCC Systems®. All rights reserved
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System Sizings

This section provides some guidance in determining the sizing requirements for an initial installation of HPCC. The
following are some suggested configuration guides that can be helpful when planning your system.

Minimum Suggested Hardware

HPCC was designed to run on common commodity hardware, and could function on even lesser hardware. The fol-
lowing list is the suggested minimum hardware specifications. At the very minimum you should consider the follow-
ing hardware components for your HPCC system. These guidelines were put together based on real world usage of
mission critical (uptime) with high volume data.

Thor slave Processor 4 x 64-bit Intel Processor per
RAM 8GB per daemon
Storage RAID - 200MB/sec Sequential Read/Write per node
Network 1 Gh/sec bandwidth
Roxie Processor 4 x 64-bit Intel Processor
RAM 12GB per Roxie
Storage 400 10PS & 2 Volumes per (RAID optional)
Network 1 Gh/sec bandwidth
Dali Processor 4 x 64-bit Intel Processor each
RAM 24GB per Ddli
Storage RAID 1, 5, 6, 10 VVolume 200GB
Other Processor 4 x 64-bit Intel Processor
RAM 12GB
Storage RAID 1, 5, 6, 10 VVolume 200GB
Network 1 Gb/sec bandwidth

© 2016 HPCC Systems®. All rights reserved
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Nodes-Software

All nodes must have the identical operating systems. We recommend all nodes have identical BIOS settings, and
packages installed. This significantly reduces variables when troubleshooting. It is easier to manage a system where
all nodes areidentical, but thisis not required.

Operating System Requirements

Binary installation packages are available for many Linux Operating systems. HPCC System platform requirements
arereadily available on the HPCC Portal.

http://hpccsystems.com/permlink/requirements

Dependencies

Installing HPCC on your system depends on having required component packagesinstalled on the system. Therequired
dependencies can vary depending on your platform. In some cases the dependencies are included in the installation
packages. In other instances the installation may fail, and the package management utility will prompt you for the
required packages. Installation of these packages can vary depending on your platform. For details of the specific in-
stallation commands for obtaining and installing these packages, see the commands specific to your Operating System.

Note: For CentOS installations, the Fedora EPEL repository isrequired.

© 2016 HPCC Systems®. All rights reserved
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SSH Keys

The HPCC components use ssh keys to authenticate each other. Thisis required for communication between nodes.
A script to generate keys has been provided .Y ou should run that script and distribute the public and private keys to
al nodes after you have installed the packages on al nodes, but before you configure a multi-node HPCC.

» Asroot (or sudo as shown below), generate a new key using this command:

sudo /opt/ HPCCSyst ens/ sbi n/ keygen. sh
« Distribute the keys to all nodes. From the /home/hpcc/.ssh directory, copy these three files to the same directory
(/home/hpcc/.ssh) on each node:
e id rsa
e id_rsa.pub
e authorized keys

Make sure that files retain permissions when they are distributed. These keys need to be owned by the user "hpcc".

© 2016 HPCC Systems®. All rights reserved
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Hardware and Component Sizing

This section provides someinsight asto what sort of hardware and infrastructure optimally HPCC workswell on. This
is not an exclusive comprehensive set of instructions, nor a mandate on what hardware you must have. Consider this
as a guide to use when looking to implement or scale your HPCC system. These suggestions should be taken into
consideration for your specific enterprise needs.

HPCC isdesigned to run on commodity hardware, which makes building and maintaining large scal e (petabytes) clus-
terseconomically feasible. When planning your cluster hardware, you will need to balance anumber of considerations,
including fail-over domains and potential performance issues. Hardware planning should include distributing HPCC
across multiple physical hosts, such as a cluster. Generally, one type of best practice is to run HPCC processes of a
particular type, for example Thor, Roxie, or Dali, on ahost configured specifically for that type of process.

© 2016 HPCC Systems®. All rights reserved
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Thor Hardware

Thor slave nodes require a proper balance of CPU, RAM, network, and disk I/O in order to operate most efficiently.
A single Thor slave node works optimally when allocated 4 CPU cores, 8GB RAM, 1Gb/sec network and 200MB/
sec sequential read/write disk /0.

Hardware architecture can provide higher value within asingle physical server. In such cases you can use multi-slave
to configure your larger physical serversto run multiple Thor slave nodes per physical server.

It isimportant to note that HPCC by nature is a parallel processing system and all Thor slave nodes will be exercising
at precisely the same time. So when all ocating more than one HPCC Thor slave per physical machine assure that each
dave meets the recommended requirements.

For instance, 1 physical server with 48 cores, 96GB RAM, 10Gh/sec network and 2GB/sec sequentia 1/0 would be
capable of running ten (10) HPCC Thor slaves at optimal efficiency. The order of optimization for resource usagein
a Thor dlave node is disk 1/0 60%, network 30%, and CPU 10%. Any increase in sequentia 1/0 will have the most
impact on speed, followed by improvementsin network, followed by improvementsin CPU.

Network architecture is also an important consideration. HPCC Thor nodes work optimally in a streamlined network
architecture between all Thor slave processes.

RAID is recommended and al RAID levels suitable for sequential read/write operations and high availability are
acceptable. For example, RAID1, RAID10, RAIDS (preferred), and RAIDG.

© 2016 HPCC Systems®. All rights reserved
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Roxie Hardware Configurations

HPCC Roxie processes require require a proper, yet different (from Thor) balance of CPU, RAM, network, and disk I/
O in order to ensure efficient operations. A single HPCC Roxie node works optimally when allocated 6 or more CPU
cores, 24GB RAM, 1Gb/sec network backbone, and 400/sec 4k random read |OPS.

Each HPCC Roxie node is presented two hard drives, each capable of 200/sec 4k random seek 10PS. Hard drive
recommendations for Roxie efficiency are 15K SAS, or SSD. A good rule of thumb is the more random read 10PS
the better and faster your Roxie will perform.

Running multiple HPCC Roxie nodes on a single physical server isnot recommended, except in the cases of virtual-
ization or containers.

Configure your system to balance the size of your Thor and Roxie clusters. The number of Roxie nodes should never
exceed the number of Thor nodes. In addition, the number of Thor nodes should be evenly divisible by the number of
Roxie nodes. This ensures an efficient distribution of file parts from Thor to Roxie.

© 2016 HPCC Systems®. All rights reserved
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Dali and Sasha Hardware Configura-
tions

HPCC Dali processes store cluster metadatain RAM. For optimal efficiency, provide at |east 48GB of RAM, 6 or more
CPU cores, 1Gb/sec network interface and a high availability disk for a single HPCC Dali. HPCC's Dali processes
are one of the few active/passive components. Using standard “ swinging disk” clustering is recommended for a high
availabhility setup. For asingle HPCC Dali process, any suitable High Availability (HA) RAID level isfine.

Sashadoes not store any data. Sashareadsdatafrom Dali then processesit. Sashadoes store archived workunits (WUs)
on a disk. Allocating a larger disk for Sasha reduces the amount of housekeeping needed. Since Sasha assists Dali
by performing housekeeping, it works best when on its own node. Y ou should avoid putting Sasha and Dali on the
same node.

© 2016 HPCC Systems®. All rights reserved
19



HPCC System Administrator's Guide
Hardware and Component Sizing

Other HPCC Components

ECL Agent, ECLCC Server, DFU Server, the Thor master, and ECL Watch are administrative processes which are
used for supporting components of the main clusters.

For maximum efficiency you should provide 24GB RAM, 6+ CPU cores, 1Gh/sec network and high availability
disk(s). These components can be made highly available in an active/active fashion.

© 2016 HPCC Systems®. All rights reserved
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Routine Maintenance

In order to ensure that your HPCC system keeps running optimally, some care and maintenance is required. The
following sections address routine maintenance tasks for your HPCC system.

© 2016 HPCC Systems®. All rights reserved
21



HPCC System Administrator's Guide
Routine Maintenance

Data Handling

When you start working with your HPCC system, you will want to have some data on the system to process. Data
gets transferred to and the HPCC system by a process called a spray. Likewise to get data out from an HPCC system
it must be desprayed.

AsHPCC isacomputer cluster the data gets deployed out over the nodes that make up the cluster. A spray or import
is the relocation of a data file from one location (such as a Landing Zone) to a cluster. The term spray was adopted
due to the nature of the file movement — the file is partitioned across all nodes within a cluster.

A despray or export is the relocation of adatafile from a Data Refinery cluster to a single machine location (such as
alLanding Zone). The term despray was adopted due to the nature of the file movement —the fileis reassembled from
its parts on all nodes in the cluster and placed in a single file on the destination.

A Landing Zone (or drop zone) is a physical storage location defined in your system's environment. There can be
one or more of these locations defined. A daemon (dafilesrv) must be running on that server to enable file sprays and
desprays. You can spray or despray some files to your landing zone through ECL Watch. To upload large files, you
will need atool that supports the secure copy protocol, something like a WinSCP.

For more information about HPCC data handling see the HPCC Data Handling and the HPCC Data Tutorial docu-
ments.

Back Up Data

Anintegral part of routine maintenance is the back up of essential data. Devise aback up strategy to meet the needs of
your organization. This section is not meant to replace your current back up strategy, instead this section supplements
it by outlining special considerations for HPCC Systems®.

Back Up Considerations

Y ou probably already have some sort of a back up strategy in place, by adding HPCC Systems® into your operating
environment there are some additional considerations to be aware of. The following sections discuss back up consid-
erations for the individual HPCC system components.

Dali

Dali can be configured to create its own back up, ideally you would want that back up kept on a different server
or node. You can specify the Dali back up folder location using the Configuration Manager. Y ou may want to keep
multiple copies that back up, to be able to restore to a certain point in time. For example, you may want to do daily
snapshots, or weekly.

Y ou may want to keep back up copies at a system level using traditional back up methods.

Sasha

Sashaitself generates no original data but archives workunits to disks. Be aware that Sasha can create quite a bit of
archive data. Once the workunits are archived they are no longer availablein the Dali data store. The archives can still
be retrieved, but that archive now becomes the only copy of these workunits.

If you need high availability for these archived workunits, you should back them up at a system level using traditional
back up methods.

© 2016 HPCC Systems®. All rights reserved
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DFU Server

DFU Server has no data. DFU workunits are stored in Dali until they are archived by Sasha.

ECLCC Server

ECLCC Server stores no data. ECL workunits are stored in Dali and archived by Sasha.

ECL Agent

ECL Agent stores no data.

ECL Scheduler

ECL Scheduler stores no data. ECL Workunits are stored in Dali.

ESP Server

ESP Server stores no data. If you are using SSL certificates, public and private keys they should be backed up using
traditional methods.

Thor

Thor, the datarefinery, as one of the critical components of HPCC Systems® needs to be backed up. Back up Thor by
configuring replication and setting up a nightly back up cron task. Back up Thor on demand before and/or after any
node swap or drive swap if you do not have a RAID configured.

A very important part of administering Thor isto check thelogsto ensurethe previousback ups completed successfully.
Backupnode

Backupnode is atool that is packaged with HPCC. Backupnode allows you to back up Thor nodes on demand or in
a script. You can aso use backupnode regularly in a crontab. Y ou would always want to run it on the Thor master
of that cluster.

The following example is one suggested way for invoking backupnode manually.
/bin/su - hpcc -c "/opt/HPCCSyst ens/ bi n/ start_backupnode thor" &

The command line parameter must match the name of your Thor cluster. In your production environment, it is likely
that you would provide descriptive names for your Thor clusters.

For example, if your Thor cluster is named thor400 _7s, you would call start_backupnode thor400_7s.

/bin/su - hpcc -c "/opt/HPCCSyst ens/ bi n/ start _backupnode t hor400_7s" &

To run backupnode regularly you could use cron. For example, you may want a crontab entry (to back up thor400_7s)
set to run at 1lam daily:

01* * * [bin/su - hpcc -c "/opt/HPCCSyst ens/ bi n/ start_backupnode thor400_7s" &
Backupnode writes out its activity to alog file. That log can be found at:
Ivar/log/HPCCSystems/backupnode/MM_DD_YYYY_HH_MM_SSllog

The (MM) Month, (DD) Day, (YYYY) 4-digit Year, (HH) Hour, (MM) Minutes, and (SS) Seconds of the back up
comprising the log file name.
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Themain log file exists on the Thor master node. It showswhat nodesit isrun on and if it finished. Y ou can find other
backupnode logs on each of the Thor nodes showing what files, if any, it needed to restore.

It isimportant to check the logs to ensure the previous back ups completed successfully. The following entry isfrom
the backupnode log showing that back up completed successfully:

00000028 2014-02-19 12:01: 08 26457 26457 "Conpleted in OmOs with O errors"
00000029 2014-02-19 12: 01: 08 26457 26457 "backupnode fi ni shed"

Roxie
Roxie datais protected by three forms of redundancy:

» Original Source Data File Retention: When a query is published, the datais typically copied from aremote site,
either a Thor or a Roxie. The Thor data can serve as back up, provided it is not removed or altered on Thor. Thor
dataistypicaly retained for a period of time sufficient to serve as a back up copy.

» Peer-Node Redundancy: Each Slave node typically has one or more peer nodes within its cluster. Each peer stores
acopy of datafilesit will read.

» Sibling Cluster Redundancy: Although not required, Roxie may run multiple identically-configured Roxie clus-
ters. When two clusters are deployed for Production each node has an identical twin in terms of queries and/or data
stored on the node in the other cluster. This configuration provides multiple redundant copies of data files. With
three sibling Roxie clustersthat have peer node redundancy, there are always six copies of each file part at any given
time; eliminating the need to use traditiona back up procedures for Roxie data files.

Landing Zone

The Landing Zone is used to host incoming and outgoing files. This should be treated similarly to an FTP server. Use
traditional system level back ups.

Misc

Back up of any additional component add-ons, your environment files (environment.xml), or other custom configura-
tions should be done according to traditional back up methods.
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Log Files

Y ou can review system messages and see any error messages as they are reported and captured in log files. Log files
can help you in understanding what is occurring on the system and useful in troubleshooting.

Component Logs

There are log files for each component in directories below /var/log/HPCCSystems (default location). Y ou can op-
tionally configure the system to write the logs in a different directory. Y ou should know where the log files are, and
refer to the logs first when troubleshooting any issues.

There are log files which record activity among the various components. Y ou can find the log files in subdirectories
named corresponding to the components that they track. For example, the Thor logs would be found in a directory
named mythor, the sashalog would be in the mysasha directory, the esp log in the myesp directory.

In each of the component subdirectories, thereare severa log files. Most of thelog filesuse alogical haming convention
that includes the component name, the date, and time in the name of the log file. There is also usually alink for the
component with a simple name, such as esp.log which isashort cut to the latest current log file for that component.

Understanding the log files, and what is normally reported in the log files, helpsin troubleshooting the HPCC system.

As part of routine maintenance you may want to back up, archive, and remove the older log files.

Accessing Log Files

Y ou can access and view the log files directly by going to the component log directory from a command prompt or a
terminal application. Y ou can aso view the component log files through ECL Watch.

To view logs on ECL Watch, click on the Operations icon, then click on the System Serverslink. That opens the
System Serverspagein ECL Watch. There are several HPCC system components listed on that page. In the Directory
column for each component there is a computer driveicon. Click the icon in the row for the component log you wish
to view.

Figure4. Logsin ECL Watch
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Y ou can aso view log files from the other links under the Operationsicon in ECL Watch.
1. Click onthe Target Clusterslink to open the tab with links to your system's clusters.

2. Click on the computer drive icon (circled in red in the above figure), in the row of the cluster and node of the
component log you wish to view.

To view cluster process logs:
1. Click onthe Cluster Processeslink to open the tab with links to your system's clusters processes.
2. Click on the cluster process you wish to view more information about.

For example, click on the myroxie link. You will then see a page of al that components nodes. You will see
computer drive icon, in the row of each node. Click that icon to see the logs for the cluster process for that node.

Log files in ECL Workunits
You can aso access the Thor or ECL Agent log files from the ECL Workunits. (not available for Roxie workunits)

In ECL Watch when examining the Workunit details, you will see a Helperstab. Click on the Helperstab to display
therelevant log files for that particular workunit.

Figure5. Logsin ECL Watch Workunits
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Preflight

The first step in certifying that the platform is installed and configured properly is to run a preflight check on the
components. This ensuresthat all machines are operating and have the proper executables running. This also confirms
there is adequate disk space, available memory, and acceptable available CPU % values.

» Open ECL Watch in your browser using the following URL.:

http://nnn.nnn.nnn.nnn:pppp (wherennn.nnn.nnn.nnn isyour ESP Server’s|P Addressand pppp istheport.
Thedefault port is 8010)

Note: That your IP address could be different from the ones provided in these figures. Please use the
& I P address provided by your installation.
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Preflight System Servers

1. Click onthe Oper ationsicon then click on the System Serverslink.

Figure 6. System Serverslink
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A screen similar to the following displays.

Figure 7. System Serverspage
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2. Pressthe Submit button at the bottom of this page to start preflight.

Figure 8. Submit
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After pressing Submit, a screen similar to the following displays.

Figure 9. System Component | nforamtion
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This screen displays information on several system components. This information indicates whether several compo-
nents are actually running appropriately. The resulting page shows useful information about each component. The
component name, the condition, the component state, how long the component has been up and running, the amount
of disk usage, memory usage and other information is available at a glance.
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If there are any failed components, they are highlighted in orange, indicating they are not ready.

Figure 10. Failed Component
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Preflight Target Clusters

Use the Target Clusterslink to preflight all your clusters at once. To preflight clustersindividually, see the following
Preflight Thor or Preflight Roxie sections.

1. Click onthe Operationsicon then click on the Target Clusterslink.

Figure1l. Target ClustersLink
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Security Resourg

System Servers

2 Reset |
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| | Name Component Computer | Platform | Network Addre
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([ myeclagent Sl il node219003 _ Linux 10.239.2109,

Proce

This displays all of your system Clusters.
2. Click to check on the Select All / None box, to select all of the clusters.

Optionally, you can just check the box(es) next to the cluster(s) you want to check.
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Figure 12. Select Target Clusters
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3. Pressthe Submit button at the bottom of the page to start preflight.

Figure 13. Submit
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EXPECTED RESULTS:

After pressing Submit, a screen similar to the following should display.
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Figure 14. Target Cluster Information
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Thisscreen displaysinformation on your system's component nodes. Thisinformation can helptoindicateif everything
is operating normally or can help to point out any potential concerns.

If there are any failed components or notable aerts, they are highlighted in orange. These alerts usually require some
attention.

Figure 15. Failed Component
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If you have any orange fields you should examine the specified component further. It is indicative of some kind of
problem or abnormality.
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Preflight Thor

1. Click onthe Operationsicon then click on the Cluster Processeslink.

Figure 16. Cluster Processes Link
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2. Click on the mythor link.
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Figure 17. mythor link
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3. Check the Select All checkbox (if necessary).

4. Pressthe Submit button to start preflight.
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Figure 18. Submit
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EXPECTED RESULTS:

After pressing Submit, a screen similar to the following should display.

Figure 19. ESP mythor system component information
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This screen displays information on your Thor cluster. Thisinformation can help to indicateif everything is operating
normally or can help to point out any potential concerns.

@ If your system has more than 1 Thor cluster, repeat these steps for each cluster.
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If there are any failed nodes or notable alerts, they are highlighted in orange. The orange aerts usually require some
additional attention.

Figure 20. Failed Component
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Preflight the Roxie Cluster

1. Click onthe Operationsicon then click on the Cluster Processeslink.

Figure 21. Cluster Processes Link
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2. Click on the myroxie link.
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Figure 22. myroxielink
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3. Pressthe Submit button to start preflight.

EXPECTED RESULTS

After pressing Submit, a screen similar to the following should display.
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Figure 23. Roxie system infor mation
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This indicates whether the Roxie nodes are running, and some additional information about them.

If your system has more than 1 Roxie cluster, repeat these steps for each cluster.
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System Configuration and
Management

The HPCC system requires configuration. The Configuration Manager tool (configmgr) included with the system soft-
wareisavaluable piece of setting up your HPCC system. The Configuration Manager isagraphical tool provided that
can be used to configure your system. Configuration Manager has awizard that you can run which will easily generate
an environment file to get you configured, up and running quickly. There is an advanced option available through
Configuration Manager which allows for a more specific configuration, while still using the graphical interface. If
desired you can edit the environment files using any xml or text editor however the file structure must remain valid.
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Figure 24. Sample Production Configuration
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Configuration Manager is the utility with which we configure the HPCC platform. The HPCC platform's configura-
tion is stored in an XML file named environment.xml. Once you generate an environment (xml) file, it gets saved
into a source directory (default is /etc/HPCCSystems/source). Y ou then need to stop the system to copy it into the
active HPCC directory, then distribute it into place on to each node and restart the HPCC system. At no time during
configuration do you work on the live environment file.

When you install the HPCC system package, a default single-node environment.xml file is generated. After that, you
can use the Configuration Manager to modify it and/or create a different environment file to configure components,
or add nodes. There is a Configuration Manager wizard to help create an environment file. Give any environment
file you create a descriptive name that would indicate what it is for in the source. For example, you might create an
environment without a Roxie, you could call that file environmentNoRoxie.xml.
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Y ou would then copy the new configuration file you generate from the source directory to the /etc/HPCCSystems
directory. Rename the file to environment.xml, and restart the system in order to reconfigure your system.

Configuration Manager also offers an Advanced View which allows more granularity for you to add instances of
components or change the default settings of components for more advanced users. Even if you plan to use the Ad-
vanced View, it isagood ideato start with awizard generated configuration file and use Advanced View to edit it.

More information and specific detailsfor each Configuration Manager component and attributes of those components
isdetailed in Using Configuration Manager.
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Running the Configuration Manager

This section will guide you through configuring an HPCC environment using the Configuration Manager.

The HPCC package should already be installed on ALL nodes.
Y ou can use any tool or shell script you choose.

1. SSH toanodein your environment and login as a user with sudo privileges. We would suggest that it would be the
first node, and that it is a support node, however that is up to your discretion.

2. Start the Configuration Manager service on the node (again we would suggest that it should be on a support node,
and further that you use the same node to start the Configuration Manager every time, but thisis also entirely up

to you).

sudo / opt/ HPCCSyst ens/ sbi n/ confi gngr

3. Using aWeb browser, go to the Configuration Manager's interface;

http://<ip of installed systenp: 8015
The Configuration Manager startup wizard displays.

There are different ways to configure your HPCC system. Y ou can use the Generate environment wizard and use
that environment or experienced users can then use the Advanced View for more specific customization. Thereisalso
the option of using Create blank environment to generate an empty environment that you could then go in and add
only the components you would want.

© 2016 HPCC Systems®. All rights reserved
42



HPCC System Administrator's Guide
System Configuration and Management

Environment Wizard

1. To usethe wizard select the Gener ate new environment using wizard button.

Fogr - o Lol o o e T oo . g &
b i o W TR W - . "y
P o L . T, » e e e, e d s et Lo T

HPCC Systems

-
LS

P L
Lt

E Choose an option to create/view environment

OSummary View

o Dapgy sbr Mg, M

4 -
L Oladvanced View
3 (ﬁenemte new environment using wizard  [_Eqior file names
L
CiCreate blank emdronment
y <Enter file name>
;
“
L
]
4
i
B

PR W ﬂh‘.‘_‘“’.‘*‘}fuﬂ_ ‘%w.“.

2. Provide aname for the environment file.

Thiswill then be the name of the configuration XML file. For example, we will name our environment NewEnvi-
ronment and this will produce a configuration XML file named NewEnvironment.xml that we will use.

3. Press the Next button.

Next you will need to define the | P addresses that your HPCC system will be using.
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4. Enter the IP addresses.

IP Addresses can be specified individually using semi-colon delimiters. Y ou can also specify arange of IPsusing
a hyphen (for example, nnn.nnn.nnn.x-y). In the image below, we specified the | P addresses 10.239.219.1 through
10.239.219.100 using the range syntax, and also asingle IP 10.239.219.111.

| ——— e hauh
i b

e, A AT A o
'\‘,v_.}" IS B L

5,

=)

5

g —

HPCC Systems

s T,

e i

L

.

Environment setup

i

Welcome to wizard mode!

_.": b A A

Define IP Addresses for the emironment being configured. Choose manual
entry to enter IP addresses or auto discovery to acquire the list of IP
Addresses via auto discovery script. Manual entry format 2000 X000

n

b A

List IP Addresses

_ @ anual Entry © Auto Discovery
= 10.239.219.1-100:10.239.219.111;

- | Cancel | Back |m

‘-""'MM_ B R e

5. Pressthe Next button.

Now you will define how many nodes to use for the Roxie and Thor clusters.
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6. Enter the appropriate values as indicated.

T Systems

T Environment setup

4 Entar number of nodes for Roxie and Thor clusters. Mo RoxiaMhor clustar will
3 be generated for zero (0) number of nodes

Mumber of support nodes

Mumbar of nodes for Roxe cluster

AT L .
L B L

Mumber of slave nodes for Thor cluster
{ A Thor Master will be added to the cluster and assigned to a
i support node)

y
1
}f Mumber of Thor slaves per node (default 1)
xh}
% Enable Roxie on demand 'l

o
[Cance ][ 2ec | [

A VAN AN s e St

. * . u.f.’

Number of support nodes: Specify the number of nodesto usefor support components. The default is 1.
Number of nodes for Roxie Specify the number of nodes to use for your Roxie cluster. Enter zero (0) if
cluster: you do not want a Roxie cluster.

Number of slave nodes for Specify the number of slave nodesto useinyour Thor cluster. A Thor master
Thor cluster nodewill be added automatically. Enter zero (0) if you do not want any Thor

slaves.

Number of Thor slaves per Specify the number of Thor slave processesto instantiate on each slave node.
node (default 1) Enter zero (0) if you do not want a Thor cluster.

Enable Roxie on demand Specify whether or not to allow queriesto berunimmediately on Roxie. This

must be enabled to run the debugger. (Default is true)
7. Pressthe Next button

The wizard displays the configuration parameters.
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8. Pressthe Finish button to accept these values or press the Advanced View button to edit in advanced mode.
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1 HPCC Systems
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k- 19,12 10.239.219.13,10. 239 2

{-"' 14,10.239.219.15,10_239 219
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. 9.43,10.239.219.44,10.239 21!
il 510239 21946 10 239219 4
mydali dali 10239 219.2
\"K_:_ mydfuserer dfuserver 10.238.219.3
myeclccsamer eclcesener 10.239.219.5 4,
I‘_-I.r - = 1 al :
k;
'}. Cancel || Back m Advanced Vi
T . .
T N Click and drag to resize
“ J L ———

Y ou will now be notified that you have completed the wizard.

Successfully generated the file
ey ironment xmi

At this point, you have created afile named NewEnvironment.xml in the /etc/HPCCSystems/sour ce directory

Keep in mind, that your HPCC configuration may be different depending on your needs. For example,
you may nhot need a Roxie or you may need several smaller Roxie clusters. In addition, in a production
[Thor] system, you would ensure that Thor and Roxie nodes are dedicated and have no other processes
running on them. This document is intended to show you how to use the configuration tools. Capacity
planning and system design is covered in atraining module.
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Distribute the Configuration

1. Stop the HPCC system.
If it isrunning stop the HPCC system (on every node), using a command such as this:
sudo /sbin/service hpcc-init stop

Note:  You may have a multi-node system and a custom script such as the one illustrated in Appendix of the
Installing and Running the HPCC Platform document to start and stop your system. If that isthe case
please use the appropriate command for stopping your system on every node.

2 Be sure HPCC is stopped before attempting to copy the environment.xml file.

2. Back up the original environment.xml file.

# For exanpl e
sudo -u hpcc cp /etc/HPCCSyst ens/ envi ronnment. xm /et c/ HPCCSyst ens/ sour ce/ envi r onnment - dat e. xni

Note:  Thelive environment.xml fileislocated in your /etc/HPCCSystems/ directory. Configuration Manager
works on files in /etc/HPCCSystems/sour ce directory. You must copy from this location to make an
environment.xml file active.

Y ou can a so choose to give the environment file a more descriptive name, to help differentiate any differences.
Having environment files under source control isagood way to archive your environment settings.

3. Copy the new .xml file from the source directory to the /etc/HPCCSystems and rename the file to environment.xml

# for exanple
sudo -u hpcc cp /etc/HPCCSyst ens/ sour ce/ NewEnvi ronnent . xm /et ¢/ HPCCSyst ens/ envi r onnment . xmi

4. Copy the /etc/[HPCCSystems/environment.xml to the /etc/HPCCSystems/ on to every node.

Y ou may want to use ascript to push out the XML fileto all nodes. See the Example Scripts section in the Appendix
of the Installing and Running the HPCC Platform document. Y ou can use the scripts as amodel to create your
own script to copy the environment.xml file out to al your nodes.

5. Restart the HPCC platform on all nodes.
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Environment.conf

Another component of HPCC system configuration is the environment.conf file. Environment.conf contains some
global definitions that the configuration manager uses to configure the HPCC system. In most cases, the defaults are
sufficient.

WARNING: These settings are essentia to proper system operation. Only expert level HPCC adminis-
& trators should attempt to change any aspects of thisfile.

By default the environment.conf fileis located:

/ et ¢/ HPCCSyst ens

Environment.conf is required upon startup of HPCC. The environment.conf is where the HPCC environment file is
defined.

/ opt / HPCCSyst ens/ envi r onment . xm

Thisis aso where the working path is defined.

pat h=/ opt / HPCCSyst ens

The working path is used by several aspects of the application, changing this could cause needless complications. By
default the application installs there, and sets many resources to that as well.

The default envrionment.conf:

## HPCC Systens default environment configuration file

[ DEFAULT SETTI NGS]

confi gs=/ et c/ HPCCSyst ens

pat h=/ opt / HPCCSyst ens

cl asspat h=/ opt / HPCCSyst ens/ cl asses

runtime=/var/|ib/ HPCCSyst ens

| ock=/ var /| ock/ HPCCSyst ens

# Supported | ogging fields: AUD, CLS, DET, M D, TI M DAT, PI D, TI D, NOD, JOB, USE, SES,
# COD, MLT, MCT, NNT, COM QUO, PFX, ALL, STD
| ogfi el ds=TI M+DAT+M_T+M D+Pl D+T| D+COD+QUO+PFX

pi d=/ var/ r un/ HPCCSyst ens

| og=/ var /| og/ HPCCSyst ens

user =hpcc

gr oup=hpcc

home=/ User s

envi ronnent =envi r onnent . xmi

sour cedi r =/ et ¢/ HPCCSyst ens/ sour ce

bl ockname=HPCCSyst ens

interface=*

# enabl e epol| nethod for notification events (true/fal se)
use_epol | =true

Path considerations

Most of the directories are defined as absol ute paths:

confi gs=/ et c/ HPCCSyst ens

pat h=/ opt / HPCCSyst ens

cl asspat h=/ opt / HPCCSyst ens/ cl asses
runtime=/var/|ib/ HPCCSyst ens
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| ock=/ var /| ock/ HPCCSyst ens

HPCC will not run properly without the proper paths, and in some cases needs the absolute path. If a process or
component can't find a path you will get an error message such as the following:

“There are no components configured to run on the node..

If the path changes from HPCCSystems, it does NOT change in the environment.xml file. Any changeswould require
manually modifying the environment.xml file.

Thelog file, hpec-init.log is written to the HPCCSystems path.

Other Environment.conf items

Some other items used by or referred to in environment.conf.

Use_epoll  Itisanevent mechanism to achieve better performancein more demanding applications where number
of watched file descriptorsislarge.

Logfields Categories availableto belogged. These consist of Time(TIM), Date(DAT), Process|D (PID), Thread
ID (TID), etc.

Interface In the default environment.conf there is avalue for interface. The default value for that is:

i nterface=*

The default value of * assignstheinterface to an open ip address, in any order. Specifying an interface,
such as Eth0, will assign the specified node as the primary.

Remote Access over TLS

Configuring your system for remote file access over Transport Layer Security (TLS) requires modifying the dafilesrv
setting in the environment.conf file.

To do this either uncomment (if they are already there), or add the following lines to the environment.conf file. Then
set the values as appropriate for your system.

#enabl e SSL for dafilesrv rembte file access
df sUseSSL=t r ue

df sSSLCertFil e=/certfil epath/certfile

df sSSLPri vat eKeyFi | e=/ keyfi | epat h/ keyfile

Set the dfsUseSSL =true and set the value for the paths to point to the certificate and key file paths on your system.
Then deploy the environment.conf file (and cert/key files) to al nodes as appropriate.

When défilesrv is enabled for TLS (port 7600), it can still connect over a non-TLS connection (port 7100) to allow
legacy clientsto work.
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Configuring HPCC for Authentication

This section details the steps to configure your HPCC platform to use authentication. There are currently afew ways
to use authentication with your HPCC system: simple htpasswd authentication, LDAP, or another plug-in security
method.

The htpasswd authentication method is basic password authentication. It only grants or denies access to a user, based
upon MD5 encrypted password authentication.

LDAP authentication offers more features and options. LDAP can not only authenticate users, but adds granularity to
the authentication. LDAP allows you to control grouped access to features, functions, and files.

Y ou should consider your system needs and decide which of these methods is appropriate for your environment.

server touse HTTPS (SSL) and set ALL service bindings to only use HTTPS. This ensures that
credentials are passed over the network using SSL encryption. See Configuring ESP Server to use
HTTPS(SL) for details.

2 When implementing any form of authentication, we strongly recommend that you enableyour ESP

You should not attempt this until you have already deployed, configured, and certified the envi-
ronment you will use.

Using htpasswd authentication

htpasswd provides basic password authentication to the entire system. This section contains the information to install
and implement htpasswd authentication.

Connect to Configuration Manager
In order to change the configuration for HPCC components, connect to the Configuration Manager.
1. Stop al HPCC Components, if they are running.

2. Verify that they are stopped. Y ou can use a single command, such as:
sudo /opt/ HPCCSyst ens/ sbi n/ hpcc-run.sh -a hpcc-init status
3. Start Configuration Manager.
sudo / opt/ HPCCSyst ens/ shi n/ confi gngr

4. Connect your web browser to the Configuration Manager web interface.

(using the url of http://<configmgr_IP_Address>:8015, where <configmgr_IP_Address> is the IP address of the
node running Configuration Manager)

5. Select the Advanced View radio button.
6. Usethedrop list to select the XML configuration file.

Note:  Configuration Manager never works on the active configuration file. After you finish editing you will
have to copy the environment.xml to the active location and push it out to all nodes.
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7. Check the Write Access box.

Default accessis read-only. Many options are only available when write-access is enabled.

Enabling htpasswd authentication in HPCC
8. Create an instance of the Security Manager Plug-in:

a. Right-click on Navigator Pane on the |eft side.

b. Select New Components

c. Select the htpasswdsecmgr component

9. Configure the htpasswd plug-in

Figure 25. Security Mgr Configuration page
HPCC Systems &

» Environment - HIP sad il

HipasswdSecurityManager

Hardware
« Software
Dafilesry - mydafilasr

value
htpasswdFile fetc/HPCCSystemss htpasswd

Dali Server - rvdali

instanceF actoryMame createlnstance

Difu Servar - mydfusaner libiManmne libhitpasswdSecurity. so

Directories name htpasswdsecmgr

Drop Zone - mydropzone
Ecl&gen! - myaclagent
Ecl CC Senver- myeclcesener
Ecl Schiaduler - rmyeclscheduler
Esp - myesp

» EspSerdce (3
FT Slave - myflslave

N H?Clu ster - mﬁmlr r

a. Enter the location of the Htpasswd file containing the username and password on the Linux file system for the
value of htpasswdFile

b. InstanceFactoryNameisthename of the security manager factory function, implemented in the security library.
The default is " createl nstance”. For implementing Htpasswd, leave the default.

c. Provide alibrary name value for libName. For Htpasswd, use libhtpasswdSecurity.so
d. Provide an instance name for the name value. For example, htpasswdsecmgr.

10.Select Esp - myesp in the Navigator panel on the left hand side.
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Note:  If you have more than one ESP Server, you would only use one of them for authentication.
11.Associate the Security Manager Plug-in with the ESP binding(s)

a. Click on thetarget Esp in the Navigator Pane on the left side.

b. Select the ESP Service bindingstab

¢. Onthetarget binding(s) select the appropriate securityMgrPlugin instance from the drop list.

EspProcess

EULNEER ESF Serice Bindings

[ name defauliSeniceversion  defaultR

| wg_acl trug

! wa_sq| trua

| description

| Poot access to SMC service

ACCESE
) Read

12.Select the security Plugin for each service that requires a security manager.

For example, in the above image, select htpasswdsecmgr for the smc service. Then, select it for ws_ecl and every
other service that you want to use htpassword security.

13.Select the Authentication tab

HPCC Systems

Mavigator EspProcess
» Efdironmeant - HIF swad sl
Hardware
« Software
Dafilesry - m,.rdaﬁle-; LY

Attributes | ESP Semice Bindings

Diali Server - mydali |dapConnections

Dfu Sarvar - rydfusener |dapSenaer

Diractories rrethod sacmgrPlugin

Qe =y paR passwordExpirationWarningDays | 10

Ecl Agent - myaclagent
Ecl CC Server- myeclccsenser
eclzcheduler

Y . i g Y
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14.Click on the value column drop list to display the choices for method.

EspProcess

Attributes

ESF Service Bindings HTTPS | Instances | Motes

name value
[dapAuthhdethod kerberos
|dapConnections 10 e

[dapSernar

i—

passwordExpirationarningDays 7 none
lacal
Idap
ldaps
secrmgrPlugin

15.Choose secmgr Plugin from the drop list.

16.Click on the disk icon to save.

User administration with htpasswd

Users and passwords are kept in the htpasswd file. The htpasswd file must exist on the ESP Node where you have
enabled authentication. HPCC only recognizes MD5 encrypted passwords.

The default location is: /etc/HPCCSystemd/.htpasswd on the ESP node that has been configured to authenticate, but
it is configurable from the Htpasswd Security Manager as outlined above (step 9).

Y ou can use the htpasswd utility to create the .htpasswd file to administer users.

Y ou may already havethe htpasswd utility onyour system, asit isapart of some Linux distributions. Check your Linux
distribution to see if you already have it. If you do not have it you should download the utility for your distribution
from The Apache Software Foundation.

For more information about using htpasswd see: http://httpd.apache.org/docs/2.2/programs/htpasswd.html .
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Using LDAP Authentication

This section contains the information to install and implement LDAP based authentication. LDAP Authentication
provides the most options for securing your system, or parts of your system. In addition to these configuration settings
you should run the initldap utility to create the required default HPCC Admin user on your LDAP server.

If you choose to use LDAP authentication you must enable LDAP security in your HPCC System configuration.
With LDAP security enabled on your system you can then choose to enable file scope security. You can choose to

use LDAP authentication without enabling file scope security. The following sections describe how to enable LDAP
authentication and file scope security for your HPCC system.

Connect to Configuration Manager

In order to change the configuration for HPCC components, connect to the Configuration Manager.
1. Stop all HPCC Components, if they are running.

2. Verify that they are stopped. Y ou can use a single command, such as:

sudo / opt/ HPCCSyst ens/ sbi n/ hpcc-run.sh -a hpcc-init status
3. Start Configuration Manager.

sudo /opt/HPCCSyst ens/ sbi n/ confi gngr
4. Connect to the Configuration Manager web interface.

(using the url of http://<configmgr_IP_Address>:8015, where <configmgr_IP_Address> is the IP address of the
node running Configuration Manager)

5. Select the Advanced View radio button.
6. Usethedrop list to select the XML configuration file.

Note: Configuration Manager never works on the active configuration file. After you finish editing you will have to
copy the environment.xml to the active location and push it out to all nodes.

Modifying the configuration
Follow the steps below to modify your configuration.

1. Check the box for Write Access.

2. From the Navigator pane, select Hardware.

3. Select the Computer stab from the panel on the right.
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. Right-click on the table below computers and select New from the pop up menu.
HPCC Systems
Navigstor K| [fem—.

w» Ermironment - ermviranmentsmi

Computer Types | Switches Domains | E

ek name netaddress
Dafilasrs - rydafilesns m o N e
v K 1
Diali Sereer - mydali | MewRange...
Oifu Server - mydfuserar | Dalede
Directories { Copy Hardware [bamis) To » _

Drop Zone - mydrogzone

Ecij

The Add New Computersdiaog displays.

. Fill inthe values for the Computer Attributes

! A Mevy Compuers * I
Computer Attributes
Hame Prafix |dap
Domain localdamain b
Type linuxmaching w
P addressrangs
Range

Start IP Address

Provide a Name Prefix, for example: |dap.
This helps you to identify it in the list of computers.
. Fill in Domain and Type with the values of your domain name, as well as the types of machines you are using.

In the example above, Domain is localdomain, and the Type is linuxmachine. These should correspond to your
domain and type.

If you need to add a new domain or machine type to your system to be able to define an existing LDAP server, you
should set these up first in the other two tabs in the hardware section.

. Add the I P address as appropriate for the LDAP server.
. Pressthe Ok button.

. Click on the disk icon to save.
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Adding the IdapServer component

After the LDAP Server node has been added to the Hardware configuration, configure the Software LDAP server
definition.

1. Right-click on Navigator Pane and choose New Components from the pop-up menu, then choose |dapServer
from the pop-up menu.

HPCC Systems

Roxie Clustar - myrone
Sasha Server - mysasha
Thar Cluster - mythor

MNavigator i
w Emdronment - environmentxm ,
Hardware ’
m Maw Components Wl daniesn "
Dafled oy Esp Serices el e
Dall 5 dfusarver
Dfu s I DropZone
z Copy ComponentSerice To  » i
Direct eclagent ,'
R eclcsemer >
rop Zane - mydropzone etlschaduier ,
Ecl &gent - myeclagent 2sp
Ecl CC Sarver - myaclccsaner fislave
Ecl Scheduler - ryveclschaduler ”E_FSE 4
FOElg
Esp- myesp sasha ’
» EspService (2) | thor i
FT Slava - myftslave _Yopology ’

Note: The IdapServer component is merely a definition that specifies an existing LDAP server. It
& does not install one.
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2. Fill inthe LDAP Server Process properties:

a. OntheInstancestab, Right-click on the table on the right hand side, choose Add I nstances...

(v—‘w Pt At FWM

LDAPServerProcess

| Attributes -

computer netAddress

Mo records found.

Add Instances...
Remaove Instan ce&

rm\* r’rf’,\‘f\-’\,ﬂ"’ﬁ\%

The Select computer s dialog appears.

b. Select the computer to use by checking the box next to it.

Select computers X
Computers
| Salect
Al Computar Net Address Usage |
mydropzonea mydali mydiusy
myeclccsaner myesp
node2 18 10.238 5 myeclagent miyfislave mysad
mydafilesn mythor
mysclschaduler
prae " myraxie myflslave mydafiles
noda2 S 10258 3 mythor
g - myraie myftsiave mydafiles|
< '“[:' Widap 142065 10,1761 &0 88 Idapsanar

'--.______-____ ______..,_..‘-"

Add Hardwara i Cancel

Thisisthe computer you added in the Hardware/ Add New Computers portion earlier.

c. Pressthe Ok button.
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d. Fill inthe Attributes tab with the appropriate settings from your existing LDAP Server.

m

LDAPServerProcess
Instances
name value

description LOAR server process
filezBasedn ou=files ou=ecl
groupsBasedn ou=groups ou=ecl
IdapPort 389
l[dapSecurePor B36

modulesBasedn

narme

serverType
sudoersBasedn
systemBasedn
systemCommoniame
systemMasswaord
systemlser
usersBasedn

wotkunitsBasedn

ou=rnodules, ou=ecl
l[dapserer
ActiveDirectary
ou==U00ers
ch=lsers ou=ecl
TheAdmin

Theldmin

ou=users,ou=ecl

ou=workunits ou=ecl
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e. Choosethe LDAP server type from the serverType attribute drop box.

meaﬂ
LDAPServerProcess
ritysrml
Instances
narne value
g cacheTimeout 5
description LOAF server process
% filesBasedn ou=files ou=ecl
groupsBasedn ou=groups ou=ecl
ldapPort Jeg
o l[dapSecurePort B36
uler = modulesBasedn ou=modules, ou=ecl
narne ldapserver
LActiueDirectury |L]
sudoersBasedn ActiveDirectory
B OpenlLDAF
e J8900rectoryServer
systemCommonMame Fedora3td
g systemPassword
systeml)ser TheAdmin
usersBasedn ou=users, ou=ec|
= wiorkunitsBasedn ou=warkunits ou=ecl

NOTE: Support for OpenLDAP has been deprecated. The option isincluded only for legacy purposes.
f. Click onthedisk icon to save.
Note: The cacheTimeout value is the number of minutes that permissions are cached in ESP. If you change any
permissionsin LDAP, the new settings will not take effect until ESP and Dali refresh the permissions. This could
take as long as the cacheTimeout. Setting thisto 0 means no cache, but this has performance overhead so it should
not be used in production.

3. Inthe Navigator pane, click on ESP — myesp
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4. On the EspProcess page on the right hand side, select the Authentication tab.

HPCC Systems

Navigator

L

«» Emvironment - AnotharMaw1.oml
Hardwara
- Software

Dafilesry - mydafilesry

Dali Server - mydali

Difu Server - mydiusenser
Diractories

Drop Zone - mydropzone

Ed Agent - myaclagent

Ed CC Server - mysclccsenver
Ed Scheduler - myeclscheduler

Esp Service (2)
. e .

Fill in the appropriate values:

a. Change the ldapAuthMethod to kerberos.

?
EspProcess }

Attributes | ESP Senice Bindings HITPS || Instance

nanme valug
htpasswdFile fetc/HPCCSystems/ htpasswd
ldapAuthiMethod kerberos

IdapConnections 10

passwardExpirationVamingDays 10

method

Mo __,“\\-.f\.ﬂ*gw\ @ gr

b. Change the IdapConnections to the number appropriate for your system (10 is for example only, may not be
necessary in your environment).

. Select the ldapServer component that you added earlier from the drop list, for example: Idapserver.

d. Change the method value to ldap.

e. Select the ESP Servicebindingstab. Verify that your LDAP settings appear in ther esour cesBasedn and wor ku-
nitsBasedn

f. Click onthedisk icon to save.
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5. To enable the file scope permissions, configure the file scope security for the Dali Server.
In the Navigator pane, click on the Dali Server — mydali

HPCC Systems

davigator DaliServerProcess )

» Emvironment - newgen114.xml

Altributes Stora || Backu Ingtances Notes
Hardware P
» Software nama value
Dafilesry - mydafilasry authMethod simple

checkScopeScans true
Dfu Server - mydfuserver

filesDefaultFassword

Liractorias filesDefaultlUser defaultliser
i IdapProtacel Idap

Ecl Agent - myadagant

Edl CC Server - myeclcesaner L

i
=]} '
e
Ecl Scheduler - myedscheduler f

ST P Jr

ot gty

Fill in the values as appropriate;
a Select the LDAP tab.
b. Change the authMethod to simple
C. Set the checkScopeScans valueto true.
Only set this value to true when you want file scope security enabled. Security settings can have three states.
» None, no authentication and no file scope security.
» LDAP security for authentication only, without enabling file scope security.
e LDAP authentication and file scope security enabled.

d. Changethe LDAP values as appropriate to match the settingsin your LDAP server component in configuration
manager.

For example, change the IdapSer ver to the value you gave your LDAP Server, in our exampleitis: ldapserver.
Confirm the change when prompted.

The filesDefaultUser is an LDAP account used to access files when no user credentials are supplied. Thisis
similar to a guest account, so it should be an account with very limited access, if used at all. To disable access
without credentials, leave filesDefaultUser blank.

The filesDefaultPasswor d is the password for that account.

e. Click onthedisk icon to save.
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6. Inthe Navigator pane, click on the Roxie Cluster —myroxie

Rovecuser

« Emdranment - Anodhgrtaw 1 omi

Attributes Options | Redundancy | Tracing | UDP | Cache
Hardware
User Matncs || Motes
» Solware - 3
Dafilean - mydafilasny nanms valus
Diali Sarver - mydal IdapPasswaord

DU Serves - mydiusener Idapllser TroXiE \h-

ki R Smcﬂles the user name "|:|r L
Drop Zone - Mydropzone Default valug = roxie’

Ed Agent - myeclagent

Ed CC Sanvr - myeclccsenser
Ed Scheduler - myecischeduler

Esp - myasp

Esp Service (2]
FT Slave - myftslave
LDAF Sener - Idapaener

h*uﬂ-ﬁé"v“:‘rwﬂ«, Y 3 M S R X Hj

a. Onthe RoxieCluster page on the right hand side, select the L DAP tab.

b. Locate the IdapUser field and verify that there is a valid HPCC user who is a member of the Authenticated
Users group on your LDAP server. For example, the "roxie" user assumes that the "roxie" user isavalid HPCC
authenticated user.

¢. Add the password security for Roxie by adding it to the IdapPassword field on the same tab.

authenticated users.
In the following section, Adding and editing users, add the roxie user and make sure that password is the
same as the one entered in Configuration Manager.

2 In order to run Roxie queries with File Scope security, ensure that a Roxie user is created in the list of

Installing the Default Admin user

After enabling your configuration for LDAP security, you must copy your environment file to the /etc/HPCCSystems
directory. See the section Configuring a Multi-Node System for more info about configuring your system. With the
correct environment.xml file in place, you must then run the initldap utility that initializes the security components
and the default users.

The initldap Utility

The initldap utility creates the HPCC Administrator's user account and the HPCC OUs for a newly defined LDAP
server. Theinitldap utility extracts these settings from the LDAPServer component(s) in the environment.xml bound
to the configured ESPs.

You run the initldap utility once you complete your configuration with LDAP components enabled and have distrib-
uted your environment.xml file to all nodes.

sudo /opt/ HPCCSyst ens/ bin/initl dap

Theinitldap utility prompts you for LDAP Administrator credentials. Enter the appropriate values when prompted.
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The following example of initldap for a 389DirectoryServer deployment.

Enter the '389DirectoryServer' LDAP Admin User name on '10.123.456.78'...Directory Manager
Enter the LDAP Admin user 'Directory Manager' password... x***xxxx

Ready to initialize HPCC LDAP Environnent, using the follow ng settings
LDAP Server : 10.123. 456. 78
LDAP Type : 389D rect oryServer
HPCC Adm n User : HPCCAdmi n389

Proceed? y/n

Using the addScopes tool

When anew ESP user account is created, aprivate “ hpccinternal ::<user>" file scopeisalso created granting new users
full access to that scope and restricting access to other users. This file scope is used to store temporary HPCC files
such as spill files and temp files.

If you are enabling LDAP file scope security and aready have user accounts, you should run the addScopes utility
program to create the hpccinternal::<user> scope for those existing users.

Users which already have this scope defined are ignored and so it can be used on both new and legacy ESP user
accounts safely.

The toal is located in the /opt/HPCCSystems/bin/ folder and to run it you must pass the location of daliconf.xml,
for example:

/ opt / HPCCSyst ens/ bi n/ addScopes /var/|i b/ HPCCSyst ens/ nmydal i / dal i conf . xni
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User Security Maintenance

Configuring an HPCC System to use Active Directory or LDAP-based security allowsyou to set permissionsto control
access to Features, File Scopes, and Workunit Scopes.

Introduction

HPCC wstems® maintains security in anumber of ways. HPCC &/stems® can be configured to manage users' security
rights by pointing either at Microsoft’s Active Directory on a Windows system, or a 389Directory Server on Linux
systems.

Using the Permissionsinterface in ECL Watch, administrators can control accessto featuresin ECL IDE, ECL Watch,
ECL Plus, DFU Plus, and the ECL modules within the Attribute Repository. Optionally, you can aso implement file
and workunit access control by enabling that setting in the Dali server.

Establish permissionsby group or by user and define them by association with aparticular feature of the HPCC System.
Permissions can be defined for each unique combination of group and feature. Permissions are separated into the
following categories:

Esp Featuresfor SMC Controlsaccessto featuresin ECLWatch and similar features accessed
from ECL IDE.

Esp Featuresfor WsEclAccess Controls access to the WS-ECL web service

Esp Featuresfor EclDirectAccess Controls access to the ECL Direct web service

File Scopes Controls access to data files by applying permissions to File scopes

Workunit Scopes Controls access to Workunits by applying permissions to Workunit
scopes

Repository Modules Controls access to the Attribute Repository and Modules in the repos-
itory (legacy)

Security Administration using ECL Watch

Administrator rights are needed to manage permissions. Once you have administrator access rights, open ECL Watch
in your browser using the following URL :

 http://nnn.nnn.nnn.nnn:pppp (wherennn.nnn.nnn.nnn isyour ESP Server’s|P Addressand pppp istheport.
Thedefault port is 8010).

Security administration is controlled using the Security area of ECL Watch. To access the Security are click on the-
Operationsicon, then click the Security link from the navigation sub-menu.
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A ECL Watch & = ¢,

Disk Usage Target Clusters (Cluster Processg

| Operations [5 | Security [J

Users Groups Permissions | File Scopes
2 Refresh | Open Add = Delete | Export | Filter = |

-,__J-Ela{r\ AF_M .\*‘_‘\"wﬁ _"\f- . 'ﬂ"\hw'-__l..

There are three areas where permissions may be set:

e Users. Showsall the users currently setup. Usethisareato add or delete auser, edit auser's details, set/reset auser's
password and view the permissions currently assigned to a user.

» Groups. Shows all the groups currently setup. Use this areato add or delete a group, view and edit the members of
agroup, view and edit the permissions that have been set for a group.

» Permissions. Shows the features of the HPCC System where permissions may be set. Use this area to view the
permissions currently set for any area of the HPCC System, or to add groups and users and set/modify their permis-
sion for a specific feature

NOTE: Use caution when setting any explicit deny permission setting. The most restrictive permission
& always applies.
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Information about your account

To find out more information about your account, in ECL Watch click on the Logged In As: link at the top of the
ECL Watch page.

" G AS:
LOGGED IN A

Tﬁdm in

1. Click onthe Logged In As: link.

A User Details tab with your account information displays.

. e me wAN - n WPPENrNy e Wy W
¢ User Details

Save

FranklinX

Username: FranklinX
First Name: Franklin
Last Name: Xavier

Old Password:

MNew Password:

Confirm Password:

Password Expiration: 2016-06-26

AN TN AN

2. Confirm the User Name that you are logged in as.

Note that Administrator rights are needed to manage users and permissions.
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Ensure you are using an account with Administrator rights if you intend to manage users or permissions.
3. Verify the password expiration date, or if password is set to expire.

Y ou can a'so change your password here, if desired.
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Setting and modifying user permissions

In asecurity-enabled environment, accessto ECL Watch and itsfeaturesis controlled using alogin and password. The
User s area enables you to control who has accessto ECL Watch and the features of your HPCC System to which they
have access. Permissions can be set for users based on their individual needs and users can also be added to groups
which have already been set up. Use the User s menu item to:

» Add anew user (note: the Username cannot be changed)
» Deleteauser
» Add auser to agroup

» Change a user's password

Modify the details/permissions of an individual user
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Adding and editing users

To access the user administration sections click on the Operationsicon, then click the Security link from the naviga-
tion sub-menu. Click on the Userstab to add or edit users.

AECLWatch & = ¢

Users Tab
Cluster Processes  Syste - HEsources
Operations

Users Groups Permissions lcon

2 Refresh | Add + Edit Delete |

[ | Username Full Name

All current users are identified in the list by their Username and Full Name.

To add a new user to the list of authenticated users:

To add anew user you must have Administrator level access.

i, Ao o kel . scconlbtle. e

e =t

Disk Usage Target Clusters CEuster Processes System Servers | Security esnurce;-
Users Groups Permissions
2 Refresh Edit Delete
O | o User ID: newuser }
[] User2 First Name: Some
B | o
Last Name: User
[ denyacces
: Password: |-
[ dpalibidiany
@ | ey Retype Password: |+«
=) [ v ageagii o Y
| Add |
P gyt et

1. Pressthe Add button.

The add user dialog displays.
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2. Enter aUsername.
Thisisthelogin name to use ECL Watch, ECL IDE, WSECL, etc.
3. Enter the First Name and L ast Name of the user.
Thisinformation helpsto easily identify the user and isdisplayed in the Full Namefield on the main User swindow.
4. Enter aPassword for the user and then confirm it in the Retype Password field.
NOTE: The password must conform to the policy of your security manager server.
5. Pressthe Add button.
A successful addition opens a new tab where you can verify the new user's information.
6. Pressthe Save button.
Once added, the new user displaysin the list and you can modify details and set permissions as required.
To modify a user's details:
Click on the Oper ations icon, then click the Security link from the navigation sub-menu.
1. Click onthe Userstab.
The usersdisplay in alist.
2. Select the user (or users) to modify. Click on the Username link to open the users' detailstab.

To select multiple users, check the box next to the Username to select. This enables the Users action buttons. Press
the Open action button.

S ECLWatch & = {.

Topology Disk Usage Target Clusters Cluster Processes  System Servers |_Securigg:|

|
Users Groups Permissions | & FranklinX x

< Refresh d + Delete | Export Filter «

Userna +  Full Name
[l ?uck Dennis Duck

FranklinX

Franklin Xavier

A tab opens for each user selected. On each user's tab there are several sub-tabs.
The user's details are on the Summary tab.
3. Modify the user's details as required (if more than one user selected, repeat for each user).

Note:  The Username cannot be changed.
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4. Pressthe Save button.
A confirmation message displays.
To add a user to a group:
Click on the Operationsicon, then click the Security link from the navigation sub-menu.
1. Click onthe Userstab.
The usersdisplay inalist.

2. Select the user (or users) to modify. Click on the Username link to open the users' details tab.

To select multiple users, check the box next to the Username to select. This enables the Users action buttons. Press
the Open action button.

#A ECL Watch & =

Topology Disk Usage Target Clusters Cluster Processes  System Servers | Securiy[]
I

Users Croups | Permissions | & FranklinX

< Refresh Add = Delete | Export | Filter «= |

Userna +  Full Name

[l ?uck Dennis Duck
FranklinX

Franklin Xavier

A tab opens for each user selected. On each user's tab there are several sub-tabs.
The user's details are on the Summary tab.
3. Click on the tab for the user to modify (if more than one user selected, repeat for each user).

On the user's tab there are severa sub-tabs.
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Users Groups | Permissions | & DDuck | & Franklinx =

Summary | Member Of | Active Permissions ailable |Permissions

Lt Users Tabs I
< Refresh | Open

Group Name

| Fj%ﬂroup
|
StateGroup

V| CountyRecords

Click on the Member Of sub-tab to modify that user's groups.

4. Onthe Member Of tab for that user, alist of the available groups display.
To add the user to the group, check the box next to the desired group.

5. The changes are automatically saved. Close the tab.

To promote a user to an Administrator

To modify ausers credentials you must have Administrator level access. To promote auser to an HPCC Administrator,
add the user to the Administrator s group.

Click on the Operationsicon, then click the Security link from the navigation sub-menu.

A ECLWatch & = {
Users Tab

Cluster Processes
Operations

Users Croups | Permissions lcon
2 Refresh | Add + Edit Delete |
[ ] |Username Full Name

Ol PR, - P SO~

1. Click on the Userstab.

The usersdisplay inalist.
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2. Select the user (or users) to promote. Click on the User name link to open the users' details tab.

To select multiple users, check the box next to the Username to select. This enables the Users action buttons. Press
the Open action button.

#A ECL Watch & =

Topology Disk Usage Target Clusters Cluster Processes  System Servers | Securiy[]

w

Users Croups | Permissions | & FranklinX

Add = Delete | Export | . Filter = |

+  Full Name

[l uck Dennis Duck

EranklinX Franklin Xavier

A tab opens for each user selected. On each user's tab there are several sub-tabs.
The user's details are on the Summary tab.
3. Click on the tab for the user to modify (if more than one user selected, repeat for each user).

On the user's tab there are severa sub-tabs.

Click on the Member Of sub-tab.

# ECL Watch & = ¢

Disk Usage Target Clusters Cluster Processes ,System Servers |Security Re

Users Groups | Permissions | & User2 | File Scopes
Summary | Member Of | User Permissions

Member Of

2 Refresh | Open |

'Group Name

Administrators

SpecialTest

[] ColleXgroup

W

4. Select Administrators by placing a check in box.
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NOTE: Thename of the default Administrator group could vary. For example, in Active Directory, it is"Admin-
istrators’, in OpenLDAP it is "Directory Administrators'.

5. The changes are automatically saved. Close the tab(s).

To delete a user from a group:
To delete a user from a group you must have Administrator level access.
Click on the Operationsicon, then click the Security link from the navigation sub-menu.
1. Click onthe Userstab.
The usersdisplay inalist.
2. Select the user (or users) to remove. Click on the Username link to open the users' details tabs.

To select multiple users, check the box next to the Username to select. This enables the Users action buttons. Press
the Open action button.

#A ECL Watch & =

Topology Disk Usage Target Clusters Cluster Processes  System Servers | Securig[]
I

Users Croups | Permissions | & FranklinX

< Refresh Add = Delete | Export | Filter «= |

Userna +  Full Name

[l Fuck Dennis Duck
FranklinX

Franklin Xavier

A tab opens for each user selected. On each user's tab there are several sub-tabs.
3. Click on the tab of the user to modify (if multiple users selected, repeat for each user).

On the user's tab there are severa sub-tabs.
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Users Groups | Permissions | & DDuck x| & Frrf_mklin:{ X
Summary | Member Of | Active Permissions ailable|Permissions
Lt Users Tabs

2 Refresh | oOpen

Group Name

<l Feﬁcmup
StateGroup

V| CountyRecords

Click on the Member Of sub-tab to modify that user's groups.

4. Onthe Member Of tab for that user, thereisalist of the available groups.
Thereis acheck in the box next to each group that user belongs to.
To remove that user from a group, uncheck the box next to the desired group.
5. The changes are automatically saved. Close the tab.
To change a user's password:
Click on the Oper ations icon, then click the Security link from the navigation sub-menu.
1. Click onthe Userstab.
The usersdisplay in alist.
2. Select the user (or users) to modify. Click on the Username link to open the users details tab.

To select multiple users, check the box next to the Username to select. This enables the Users action buttons. Press
the Open action button.
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A ECL Watch & = {.

Topology Disk Usage Target Clusters Cluster Processes  System Servers |_Securigg:|

|
Users Croups | Permissions | & FranklinX

w

< Refresh d = Delete | Export | Filter «= |

Userna +  Full Name
[l ?uck Dennis Duck

FranklinX

Franklin Xavier

A tab opens for each user selected. On that tab there are several sub-tabs.
The user details are on the Summary tab.
3. Select the Summary tab.

4. Change the password in the Password and Retype New Passwor d fields as required on the User details summary
tab (if multiple users selected, repeat for each user).

Note: The User name cannot be changed.
5. Pressthe Save button.
A confirmation message displays.
To delete a user from the list of authenticated users:
Click on the Oper ations icon, then click the Security link from the navigation sub-menu.
1. Click onthe Userstab.
The usersdisplay in alist.
2. Check the box to the left of the user(s) you want to remove.
Note: These users will no longer have accessto ECL Watch.
3. Pressthe Delete action button.

Confirmation displays.

Setting permissions for an individual user

There may be occasions when you need to modify the permissions for individual users. For example, users may have
individual security needsthat are not completely covered in any group or, there may be occasions when auser requires
temporary access to an HPCC feature. Permissions set in this area of ECL Watch only affect the user you choose.
Most individual permissions you set here overwrite ones set in any group to which the user belongs, except in the
case of an explicit deny.
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To set permissions for an individual user:
Click on the Oper ations icon, then click the Security link from the navigation sub-menu.
1. Click onthe Userstab.
Theusersdisplay in alist.
2. Select the user (or users) to modify. Click on the Username link to open the users details tab.

To select multiple users, check the box next to the Username to select. This enables the Users action buttons. Press
the Open action button.

3. Click on the tab of the username to modify (if multiple users selected, repeat for each user).

On the user's tab there are severa sub-tabs.

—
Users Groups Permissions x| & FranklinX x
Summary | MembeyOf | Active F‘ermissigs Available Permissions
Permissions | & Inherited pe beR-—StataCroup
= Refresh Open
Resource <« Permissions Allow Allow Allow Al

Access Read Write

FileScope hpccinternal::dduck 7 | o
SMC Feature ClusterTopologyAccess 7| 7| 7
SMC Feature ConfigAccess ¥ ¥ ¥
SMC Feature EclDirectAccess ¥ ¥ ¥
SMC Feature FileDesprayAccess ¥ ¥ ¥
SMC Feature FileDkcAccess 7| v |
SMC Feature FilelOAccess 7| 7| |

Click on the Active Per missions sub-tab to view the user's current permissions.

4. Click on the Available Permissions tab to see all the sets of permissions that are available to apply to that user.

When you select permissions from the Available Permissions tab, they display and can be set in the Active Per-
missions tab.

© 2016 HPCC Systems®. All rights reserved
77



HPCC System Administrator's Guide
System Configuration and Management

5. Click on the arrow next to the resource to display the permissions that can be set for that resource.

= Refresh | Open |

Resource Allow Allow Allow Allow Deny D
Access Read Write  Full Access R

unit scopes

L
&
e £
' L}ESP Fedtures for EclDirectAccess i
Access to EclDirectAccess 25 [ ] (g e ;

» Esp Features for WsEcl
v Esp Features for SMC
4 File Scopes

filenewl ]

._-'kk = ' . _'..#4*‘»- W"ﬂ.m .‘_._'\* N-Mru*\

Thelist of permission groups currently set for this user and the ones the user has inherited are also listed. Click the
arrow to allow setting the individual resource settings.

6. There may be more than one resource setting available in each group, be sure to set the permissions for each setting
asrequired.

7. Check the boxesthat allow and deny access as required for the user.

b
Users Croups | Permissions | & BuildersGroup *| & DDuck > | & FranklinX x| & )Buffet
Summary | Member Of | Active Permissions | Available Permissions
Permissions
< Refresh Open
Resource «  Allow Allow Allow Allow g

Access Read Write Full
4 Esp Features for SMC

Access to cluster topology 7|

7
Access 10 super computer environment 7
Access to DFU |__t§

Access to DFU exceptions

Access to DFU workunits

to DFU XRef

Acc

NOTE: Use caution when setting any explicit deny permission setting. The most restrictive permis-
& sion always applies.
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8. The changes are automatically saved. Close the tab.

Setting and modifying group permissions

Setting up groups ensures that all users with the same permission needs have the same permission settings. Y ou can
give usersthe accessthey require to the feature areas of HPCC that they need. Thereisno limit to the number of groups
you can create. Y ou can create as many groups as you need to control accessfor all your usersregardless of their tasks.
Use the Groups menu item to:

« Add anew group.

» Delete agroup.

« Add membersto agroup.

» Modify the permissions for a group.

Adding and editing groups

When adding or changing the permissions for a group, all members of that group are given those permission settings.
Soitisimportant to be sure that you are giving or denying accessto features appropriate for the members of that group.
If you need to make a change for a single user (or small number of users), it is probably better to make that change
for each individual user asillustrated in the previous sections.

AECLWatch & = & =

Target Clusters Cluster Processes  System Se

Disk Usage

Users GCroups Permissions

To modify groups, click on the Operations icon, then click the Security link from the navigation sub-menu. Click
on the Groupstab.

To add a new group:
Click on the Oper ations icon, then click the Security link from the navigation sub-menu.
1. Click onthe Groupstab.

2. Pressthe Add action button button.
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A ECL Watch & = ¢,

Topology Disk Llse?; Target Clusters  Cluster Processes  System Servers |.Securltg_| Resources

Users Groups | Permissions | & DDuck | & Hlesser x| & |Buffer

2 Refresh | Dpen@elete | Export |

Group Name

Group Name: |FedGrDup

Administrators
Managed By: |Ch=HPCCAdminOU=Fed,0OlU=g

Description: |Cowvt-Federal group

This opens a dialog where you can enter the name for the group.

3. Enter aGroup Name.
4. Enter the fully qualified Distinguished Name for the owner of the group Managed By field.
5. Enter adescription of the group. (optional)
6. Pressthe Add button.
This opens a new tab for the group and several sub tabs
The Summary sub-tab displays the group name.
The Member stab displays the list of users, check the box next to each user to add to the group.
The Active Group Permissions tab displays the permissions applied to the group.

The Available Group Permissionstab displaysall the available permissions, selecting from the Available Permis-
sions applies them to the Active Group Permissions.

Y ou can set the permissions and add members to this group from the respective sub-tabs on that group tab.
To delete a group:
Click on the Oper ationsicon, then click the Security link from the navigation sub-menu.
1. Click onthe Groupstab.
2. Locatethe group in the list and check the checkbox next to it.

3. Pressthe Delete action button.
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4. Pressthe OK confirmation button.
The group no longer displaysin the list.
To add new members to a group:
Click on the Operationsicon, then click the Security link from the navigation sub-menu.
1. Click onthe Groupstab.
2. Locatethe group in the list and check the box next to it.
3. Press Open action button.
This opens a new tab for the group.
The sub-tabs display: Summary, Members, Active Group Permissions, and Available Group Permissions.
4. Select the Memberstab.

The memberstab displaysalist of all userson the system. The users that belong to the selected group have a check
in the box next to them.

5. Check the box(es) to the left of the users you want to add to the group.

6. The changes are automatically saved. Close the tab.

To delete members from a group:
Click on the Oper ations icon, then click the Security link from the navigation sub-menu.
1. Click onthe Groupstab.
2. Locatethe group in thelist and check the box next to it.
3. Pressthe Open action button.
This opens a new tab for the group.

The Groups tab has several sub-tabs: Summary, Members, Active Group Permissions and Available Group
Permissions.

4. Select the M ember stab.

The Memberstab displaysalist of all users on the system. The usersthat belong to the selected group have a check
in the box next to them.

5. Uncheck the box(es) to the left for all users you want to delete from the group.

6. The changes are automatically saved. Close the tab.
Setting permissions for a group
By default, all users are members of the Authenticated Users group. The Authenticated Users group has access

rightsto almost all resources. To set up morerestricted controls, you should create specific groups with more restricted
permissions.
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Y ou can then create groups with only those access rights you wish to grant. This approach allows the most flexibility
since asingle User ID can have multiple group memberships.

Asabest practice, you should use Allow instead of Deny to control access. Denies should be used only as an exception,
when possible. If you wish to deny a user access to some specific control, a good practice would be to create a group
for that, place the user(s) in that group, then you can deny access to that group.

Remember the most restrictive control takes precedence. For example, if auser isin agroup that has deny permission
to file access, and the user isin another group where file access is allowed, that user will still not have file access.

To set permissions for a group:

Click on the Operationsicon, then click the Security link from the navigation sub-menu.
A ECL Watch & = £

Disk Usage Target Clusters Cluster Processes  System Se

Users GCroups Permissions

= T . i

1. Click the Groupstab.

2. Locatethe group in the list and check the box next to it.

3. Pressthe Open action button.

This opens a new tab for the group.

A ECL Watch & = {,

Group Tab
Topology Disk Usage

Target Clusters Cluster Proce

Users Groups Permissions | & StateGroup ¥ | A& CountyRecords X

Summary | Members | Active Group Permissions | Awvailable Croup Permissions

Save |

StateGroup

Name: StateGroup

The group tab displays the sub-tabs. Summary, Members, Active Group Permissions and Available Group
Permissions.

© 2016 HPCC Systems®. All rights reserved
82



HPCC System Administrator's Guide
System Configuration and Management

. Select the Available Group Permissions sub-tab. This displays all the available permission resources.

. Click on the arrow to the |€eft of the Resour ce to expand and expose the permission sets for the resources.

The groups permission resources display.

. There may be more than one resource setting availablein each group, be sure to set the permissions for each setting
as required.

. Check the boxes for allow and deny as required for the group.

Users Groups Permissions | & ProjectXGroup File Scopes

summary | Members = Group Permissions

User Permissions

= Refresh Open

¢
<
‘ f
=F

Allow Allow Allow Allow
Access Read Write Full

Resource

» Workunit Scopes

v Esp Features for EclDirectAccess
» Esp Features for WsEcl

4 Esp Features for SMC

Access to cluster topology

Access 1o super computer envirop
Access to DFU
Access to DFU exceptions

et ‘Q_PW"#HH"#"" =

ST 2 .

NOTE: Use caution when setting any explicit deny permission setting. The most restrictive permis-
& sion always applies.

8. There may be more than one resource setting available, select the resource(s) you require from the drop list.

Repeat for each applicable resource.

9. The changes are automatically saved. Close the tab.

Feature level access control

Access to the feature permissions is available through ECL Watch. In order to modify feature permissions you must
have Administrator level access. To access the feature permissions click on the Oper ationsicon, then click the Secu-

rity link from the navigation sub-menu.
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A ECLWatch © = ¢

Disk Usage Target Clusters Cluster Processes  System Servers

Security

Users Groups | Permissions

[ | Name basedn

b Workunit Scopes ou=workunits,ou=ecl,

: Features for WsEc ; s ou=wsecl.ou=espsery
: rﬂm#w‘b—;&‘_‘nw —TC p

To use the feature level controls, apply the feature resource from the Available Per missions tab to the Active Per-
missions for users and groups. Using the feature level controls alow you to:

» View the features and permissions for any resource
* Edit the permissions for any feature

 Update the permissions for users and groups for a specific resource
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Feature resources

There are severa features for which you can set up access control in HPCC. Access to features of the HPCC system
is controlled by viathe ESP Featuresfor SMC category.

#A ECL Watch & = ¢,

Topology Disk Usage  Target Clusters  Cluster Processes  System Servers |Securitg| EA=3

Users Croups Permissions

< Refresh | Add = Delete | Clear Permissions Cache | Advanced = |

ClusterTopology Access

Description

Access 1o cluster topaology

Confighccess

fUACCESS

ArCCESS 1O SUPEr camputer enyir

Access to DFU

DfuExceptions Access 1o DFU exceptions

The available features are listed under the Per missionstab. Y ou can view and gain access to the feature controls from
here. However, the feature controls must be applied to users, or to groups. If you click on the feature name link, atab
opens that displays the users and groups where those feature permissions are applied.

ECL Watch feature permission settings that are not listed are not relevant and should not be used.

Apply permissions for a feature resource:

To use the feature permissions, you must apply them to a user or group(s). To access the feature permissions click on
the Operationsicon, then click the Security link from the navigation sub-menu.

1. Identify the user(s) or group(s) which you want to modify the feature permissions.
Select the appropriate tab. (Users or Groups)

2. Check the checkbox(es) next to the user(s) or group(s) to modify.

3. Pressthe Open action button. A tab for each user or group selected opens.

4. Click the Available Per missions sub-tab.
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5. Click on the arrow to the left of the resource to display the features of that resource.

Summary | Member Of | Active Permissions | Available Permissions

Permissions
< Refresh Open

Resource * | Allow | Allow  Allow | Allow,
Access Read  Write Full

Access to DFU

btl] | (B | At | [AY
htl] | () | At | (AN
hatl] | (] | At | [AY

Acce

o DFU exceptions

6. Locate the feature resource(s) you want to update.

T
Users Croups | Permissions | & BuildersGroup *| & DDuck *| & FranklinX | & ]Buffet
Summary | Member Of | Active Permissions | Available Permissions
Permissions
< Refresh | Open
Resource « | Allow Allow | Allow Allow

Access Read Write Full
4 Esp Features for SMC

Access to cluster topology V|

7
Access 10 sUper computer environment 7
Access to DFU %

Access to DFU exceptions

Access to DFU workunits

to DFU XRef

Acc

7. Click the checkbox(es) in the allow and deny columns as appropriate.
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8. The changes are automatically saved. Close the tah(s).

Note: You must follow this process for each user or group(s) separately.
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SMC Feature Permissions

The following table describes the level of access required to be able to use these HPCC ECL Watch features.

Name Description Access
ClusterTopol ogyAccess Access to Cluster Topology Read
Accessto log files. Full
DfuAccess Accessto DFU Logical Files Read
Delete Files, add to superfiles, and remove from superfiles| Write
DfuExceptions Access to DFU Exceptions Read
DfuWorkunitsAccess Access to View DFU Workunits Read
Access to Create, Delete, Update, Submit, and Abort DFU | Write
Workunits
DfuXrefAccess Accessto DFU XREF Read
Clean directory Write
Make changes and generate XREF Reports Full
EcIDirectAccess Accessto ECL direct service. Full
ESDL ConfigAccess ESDL Config Access Read

Publish ESDL definition and ESDL binding, configure
ESDL binding method.

Write

Delete ESDL definitions, delete ESDL bindings. Full
FileDesprayAccess Allows a user to despray logical files. Write
FilelOAccess Access to read filesin Drop zone Read
Accessto write to filesin Drop zone Write
FileScopeAccess Allows access to query, set, modify, and delete File Scope| Full
Permissions
FileSprayAccess Access to Spraying and Copying Read
Rename, spray, copy, and replicate files Write
Delete from Drop zone Full
M achinel nfoAccess Access to machine/Preflight Information Read
MetricsAccess Access to SNMP Metrics Information (Roxie Metrics) Read
OthersWorkunitsAccess Accessto View Other User's Workunits Read
Access to Modify or Resubmit User's Workunits Write
Access to Delete Other User's Workunits Full
OwnWorkunitsAccess Access to View Own Workunit Read
Access to Create or Modify Own Workunit Write
Access to Delete Own Workunits Full
RoxieControl Access Access to Roxie control commands Read
SmcAccess Access to ECL Watch (SMC Service) Read
ThorQueueA ccess Access to Thor Job Queue Control Full
WsECclAccess Accessto WS ECL service Full
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Some Feature Permissions Notes
e SMCAccessisrequired to be able to successfully login to ECL Watch.

» ThorQueueAccess allows you to manipulate the queue by promoting/demoting queued workunits according to pri-
ority.

e ThorQueueAccess also alows you to pause or clear the Thor queue. Y ou can also view Thor usage statistics.

» Depending on the level of access the user has, they can view, modify, and delete their own, or others workunits.
Thisis OwnWorkunitsAccess, and OthersWorkunitsA ccess respectively.

» DfuWorkunitsAccess permissions allow users to view and/or manipulate DFU Workunits.
» Users need permission to see files on the dropzone and also to put files there. They need further permissions to

be able to spray and copy files from the dropzone to their cluster and also to despray files from the cluster back
to the dropzone.

DFU Xref

XREF is used for monitoring files on the cluster(s). Reports generated show where housekeeping is required on the
cluster(s) and users require additional permission to use thisfeature.

On alarge system, we suggest limiting the number of users who can Generate XREF reports by setting
@ DfuXrefAccess accessto FULL for only those users.

Users/Permissions

To be able to view the User ¥/Permissions area in ECL Watch, a user must be a member of the Administrators (or
similarly named) group with the appropriate permissions on the LDAP or Active Directory server.

File Access Control

The HPCC's LDAP Dali Server technology provides the ability to set secure access permissions to datafile folders
(or file scopes). Thisis controlled by the use of file scope resources.

An OU called Filesisautomatically created when the Dali server starts. To secure data folders, create afile scope for
that folder and apply rights to each scope.
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Figure 26. File Scopes Per missions

# ECL Watch & =

Topology

Disk Usage Target Clusters Cluster Processes  System Servers |Securitg| Ren

Users Croups Permissions

+ Refresh | Add = Delete | Clear Permissions Cache Advanced « |

\

Description

ClusterTopologyAccess Access to cluster topology

ConfigAccess ACCESS 1O SUper cOomputer envin

fLUACCESS

Access to DFU

DfuExceptions Access to DFU exceptions

For example, below Filesthereisaunit (OU) representing the cluster, such asthor (or the namethat you set up for your
cluster). Furthering the example, below that could be a unit named collectionx which contains two units, publicdata
and securedata. The publicdata folder has rights granted to a large group of users and the securedata folder has
limited access granted. Thisallowsyou to prevent unauthorized usersfrom any accessto filesin the secur edata fol der.

The structure described above corresponds to thislogical structure:
collectionx::secur edata

Which corresponds to this physical structure:

Ivar lib/HPCCSystems/hpcc-data/thor /collectionx/secur edata

All HPCC components and tool srespect LDAPfile access security. Thefollowing exceptions are assumed to be system
level or for administrative users:

» Network file access using UNCs, Terminal Services, or SSH.
* Administrative utilities

Attempting to access afilein afolder for which accessis not granted will result in one of the following errors:

DFS Exception: 4 Create access denied for scope <fil epath>

or

DFS Exception: 3 Lookup access deni ed for scope <fil epath>

(where <filepath> is the full logical file scope path)

Creating file scopes

To apply permissions to afile scope, you must first create the file scope(s).

© 2016 HPCC Systems®. All rights reserved
90



HPCC System Administrator's Guide
System Configuration and Management

To create file scope(s) click on the Operationsicon, then click the Security link from the navigation sub-menu.
1. Click the Permissions tab.
The feature resources display.

2. Click on the arrow to the left of the File Scopes resource to display the file scopes.

Users Croups Permissions | File Scopes I
2 Refresh | Add = Delete | Advanced = | )
[ | [Name basedn

. » Workunit Scopes ou=wc:rr
v Esp Features for EclDirectAccess ou=ecldife
» Esp Features for WsEcl DU=WSE¥

v Esp Features for SMC ou=smc,o

. File Scopes .Dl..l=ﬁ|ES:

™)

] collectionx::publicdata

P g SRl e CtiO e SRC A e o P emaetie. it

3. Pressthe Add button.

4. Choose File Scopes from the drop list.

Usage Target Clusters Cluster Processes System Servers | Security| Resour

Brs Croups Permissions | File Scopes i
efresh Add = Delete Advanced « | !
Name - — ;
| Type: File Scopes ( I
r Workuni Lde=hp&
Name: Workunit Scopes
» Esp Feat Ju=es5

Description: Esp Features for EclDirectAccess

» Esp Feat Esp Features for WsEcl vices,o
» Esp Feat fWC | Add ||ces,o
4 File Scopes File Scopes ) =s,o0u=ecl,dc=hpccdev,

alphatest

S W’- "k '\r"""""‘\m il _'M\M(

5. Enter the exact name of the scope you want to add in the Name field.
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Users Croups

Permissions | File Scopes

2 Refresh @Delete | Advanced = |

Disk Usage Target Clusters Cluster Processes  System Servers I.Securit',.r_l Resourcer

{

MName —
Tvpe:
» Workuni Yp
r Esp Feat

» Esp Feat

» Esp Feat

MName:

Description:

|Fi|e Scopes

g |

proj. collectionx securedata

/ I:dc=hpr
collectionx:securedata | .

JU=ES|:ISE

nices, DU

| Add | lces,ou= e

4 File Scopes

collectionx

collectionx::publicdata

Enter a short description in the Description field.

6. Pressthe Add button.

The new scope displaysin thelist.

Setting permissions for file scopes

ou=files,ou=ecl.d hpccdev{

Y ou must apply permissions for file scopes to users or group(s). If you want to apply the scope to a new group, create

the group(s) as required.

To set the file scope permissions click on the Operations icon, then click the Security link from the navigation sub-

menu.

1. Select the File Scopes tab.

2. Choose the scope to modify. Click the Permissions link for that scope.
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# ECL Watch & = ¢,

Disk Usage Target Clusters Cluster Processes System Servers

'y

Users Croups Permissions | File scopes

Security | Resources

2 Reset |

FileScopes

[ | | Name Description Operation

[l collectionx Permissions

[ | collectionx::publicdata ‘,-« Permi

]  collectionx::securedata

e as

[ hpccinternal J

| hpccinternal: :daliuser Permissions

[ | hpccinternal: :filesuser Permissions

ctbis Rt . e o gPN-BaIisgiees, |

3. The permissions defined for users and groups for that scope display.
Disk Usage Target Clusters Cluster Processes  System Servers | Security | Resources

Users Groups Permissions @ File Scopes

2 Reset |

Permissions of collectionx::securedata

o | latlow]| | | ldeny| | R
access read write full access read write full
Administrators ) + + 4 delete || update |
Authenticated Users . L\a’ delete || update |
EmilyKate - .p =] W  delete || update |
Jimmy + + + ¥ delete || update |
Add

4. Check (or clear) the checkbox(es) in the allow and deny columns as appropriate for the users or groups displayed.

5. To add users or groups to the scope, press the Add button.
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The Add Permission dialog displays.

6. Select the user or the group to add from the drop list(s).

Disk Usage Target Clusters Cluster Processes  System Servers [Securit',.rj
Users Croups Permissions | File Scopes
2 Reset |
Add Permission for collectionx::securedata
Add user
Select user: none | / permission
drop list }
Or group: none ”":|

access read write  full
allow: :

-
access read write  full
deny:
& = =
Y ¥ T e r‘“.,..r—'*.-}

Once auser or group is selected, the Add button and the allow and deny checkboxes are active

7. Check the boxes for alow and deny as appropriate to set the permissions for this scope.
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Users Groups Permissions | File Scopes

= Reset |

Add Permission for collectionx::securedata

Select user: guser v
Or group: none ¥

access read  write  full /
allow:

v L v v

access read write  full
deny:

Add

AN AN A iy A Sy

}
)
\

L5

.3

8. Pressthe Add button.

9. The changes are automatically saved. Close the tab(s).

File scope features
Below the List of File Scopes, there are buttons that allow you to:
* Reset Default Permissions to selected file(s)
This allows you to quickly remove any added permission settings for afile and reset to the default access.
» Allow or Deny Accessto physical files on Landing Zone

This provides away to grant or deny access to the top level file scope. By default, only administrators have access
to this scope.

» Check File Permissions for a user or group

This provides away to check a user or group’s accessto alogical file.
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A ECLWatch & = & =

Disk Usage  Target Clusters  Cluster Processes System Senvers E:écml:y

Users Groups Pemissions = File SCopes

= Resel

Check File Permission

File Nammi: cenification: Tull_test_distributed

Select Usar: | ChioeDbrian ¥

O group: none ¥

Permission: Read Access Permission

* Clear the Permissions Cache
This clears the permissions cache and allowing any new permission settings to take effect immediately.

» Enable/Disable Scope Scans
This provides ameansto enable or disable Scope scans. Enable scope scansto check permissionsfor usersto access
scopes. Thiswill impact performance. Disable scope scans ignores any scope permissions and removes all access

control, but improves performance. Disabling access control is not recommended.

Changing this setting through ECL Watch, as described here, is only atemporary override. When Ddli restarts this
setting will revert to what is defined in the configuration environment.xml.
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@ HPCCPlatfo & = . = ORI S

Dink Usage  Targer Clusters  Cluster Procosses  Syatem Servers  Security | Resources
Users roups Permisssons | Fille Scopes
= Reser
| hpecinternal Permissions
hpccinternal: (daliuger Parmissions
| hpecinbernal; :filesusar Parmissions
hpcdnternal: ;gsmith2 Permissions
| hpedinternal; :guser Permissions
hpccinternal; :jackbauar Parmissions
hpcdnternal; Jkevin_test_add_user Parmissions
[] hpednternal: :nosgiguy Permissions
| hpcdnbernal: iregress Pearmissions
hpcdnternal: rpastrana Parmissions
| hpccinternal: :somauser Parmissions
hpcdnternal: :theadmin Parmissions
| hpecdnternal; ;wwhitehead Parmissions
projactx Permissions
| ther Panmigsiong
| Select All §/ None
Delete Update Add
Default Permissions || Physical Files || Check Fite Parmission || Clear Permissions Cache || Enable Seopa Scans

Workunit Access Control

There are 2 aspects of workunit (WU) security:

» Feature Authentication for workunits allows you to set permissions to control whether users can view their own
WUs and/or other users WUSs.

» Workunit Scope security provides the ability to set permissions for individual WU scopes. All new workunits have
ascope value.

Both methods are valid to use (either separately or together), and the strictest restriction always applys.

In other words, if someone is granted permission to see WUSs in the scope johndoe but is denied permission to see
other users’ WUs in the Feature Authentication permissions, this user would be denied access to see the WUs in the
johndoe scope.

Conversely, if the user is allowed access to see other people’s WUSs but is denied access to the johndoe WU scope,
this user will be able to see other WUs in that scope.

Note: If you do not have accessto a WU, you will never be able to view it or even know of its existence.

By default, a submitted WU has a scope of the user’s ID. For example, a WU JohnDoe submits has scope=johndoe
in the WU. Thisvaluein aWU allows ESP and its services to use LDAP to check for permissions and enforce those
permissions.

Y ou can override the default scope using ECL Code:

#wor kuni t (* scope’ ,’ MyScopeVal ue’ ) ;
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Securing workunit scopes

ESP (on startup) automatically creates an LDAP OU called Workunits (unless it already exists). If this OU is auto-
matically created, the OU is made with full permissions granted to all authenticated users. All WU scopes are below
the workunits OU either implicitly or explicitly.

If a specific scope OU does not exist in LDAP (e.g., the scope johndoe used in earlier example), then the parent
OU'’ s permissions are used. In other words, the scope of johndoe isimplicitly under the workunits OU even though it
might not be explicitly listed in the LDAP structure and therefore it would use the permissions granted for the parent,
workunits .

Workunits feature permissions

Using the Wor kunit Scopesfeaturein the Per missions area of ECL Watch the permissionsfor any scope can be reset
to the default permissions settings for your system. Permission settings for Workunit Scopes may be set as follows:

Description Access
View WUsin that scope Read
Create/modify aWU in that scope Write
Delete aWU in that scope Full

Adding workunit scopes

To add workunit scope permissions click on the Oper ations icon, then click the Security link from the navigation
sub-menu.

1. Click the Permissionstab.
The feature resources display.

2. Click on the arrow to the left of the Workunit Scopes resource to display the file scopes.

Disk Usage Target Clusters Cluster Processes  System Servers '¥

Users Groups Permissions | File Scopes r
= Refresh | Add = Delete | Advanced =
basedn ;
hw::nrkunit Scopes c:u=wc:rk$
ollection: .
collectionx::publicdata
v Esp Features for EclDirectAccess Du=ecldir{
» Esp Features for WsEc! ou=wsecl, ¥
» Esp Features for SMC ou=smc,o
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3. Pressthe Add button.

4. Choose Workunit Scopes from the drop list.

Disk Usage Target Clusters

2 Refresh

Cluster Processes

sers Cr Fermissions

elete | Advanced = |

System Servers | Security

R

= MName

» Workuni

MName:

4 Esp Feat

= Access

r Esp Feat

Workunit Scopes

Workunit Scopes

5

Description:

4 Esp Features for SMC

Esp Features for EclDirectAccess

Esp Features for WsEc!
Esp Features for SMC
File Scopes

C.OUu=espser/

& Access to cluster topology

| AccCess 1O super computer environment

5. Enter the exact name of the scope you want to add in the Name field.

el S

|A|:I|:I|

“i@ e

ic
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A ECL Watch & = £,

Disk Usage Target Clusters Cluster Processes System Servers |_5'~'3":Tit'¥’ Resof
Users Groups Permissions | File Scopes
2 Refresh Add =+ Delete | Advanced = |
F | Name
+ Workun Type: |Workunit Scopes | v| | den,
Name: CollectionX:-securedata
collect
Description: |Limited Access
collect é
» Esp Feat |m| =g
» Esp Feat.ures for WsEcl Uu=wsecl:nu=espseﬁices
¥ Esp Features for SMC Ou=smc,ou=espservices,
4 File Scopes ou=files,ou=ecldc=hpccde
collectionx
T collectionx::publicdata
collectionx::securedata
hpccinggrnal

Enter a short description in the Description field.
6. Pressthe Add button.

The new scope displaysin the list.

Set permissions to the scope.
Y ou apply theworkunit scopesto agroup. If you want to apply the scopeto anew group, create the group(s) asrequired.
1. Gotothe Groupstab.
2. Select agroup to apply the scope to by checking the box next to the group name.
Press the Open action button. Y ou can select multiple groups, a tab opens for each group.
3. Select the Group Permissionstab of that group. (if multiple groups selected, you must repeat for each group)

4. Click on the arrow to the left of the Workunit Scopes to display the available scopes.
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Disk Usage Target Clusters  Cluster Procssses  Syarem Servers  Sacurity | Resowrces

LiR@rs GFOUDE Permaicn: & ColeXgroup File Si0pe
Summary = Members | Group Permissians
Usar Permissions 3
= Rafrash | '
Resource Allow  Allow  Allow  Allow Deny  Deny Depy D
Access  Read 1l Access Read Write  Ful

4 Workuniz Scopes

collecmonx

collectonx pubicdata

» E3p Features for EclDirectAccess

k- ﬁ;:mr : ‘k"x.ﬁ’\._\«_ ~ sl “wﬂ*m~M*ww'“a
s r b

The Workunit scopes display. Check the boxes as appropriate to set the permissions for this scope.
5. To set permissions in this scope for another group, open and go to that groups tab.
6. To set permissionsin this scope for a user, select the tab.
7. Select the user and press the Edit action button.
A new tab for that user opens.
8. On that tab, click on the User Per missions sub-tab.
9. Locate the new scope listed under the appropriate Resource.
Set the access permissions as appropriate for that user.

10.The changes are automatically saved. Close the tab(s).

Permission Caching

When you change a permission in ECL Watch, the settings are cached in the ESP server and stored in the Dali server.
Theinformation in the cache is updated at a configurable interval. This value can be set in the Configuration Manager
under the LDAP Server settings Attributes tab. The default cacheTimeout is 5 minutes.

When you want a permission change to take effect immediately, you can clear the cache and force Dali to update
the permission settings by pressing the Clear Permissions Cache button. This action transfers the settings when you
press the button. Use this feature judiciously as overal system performance is affected temporarily while the LDAP
settingsin the Dali System Data Store repopul ate.
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Workunits and Active Directory

The performance of your system can vary depending on how some components interact. One areawhich could impact
performanceistherelationship with users, groups, and Active Directory. If possible, having aseparate Active Directory
specific to HPCC could be agood policy. There have been afew instances where just one Active Directory servicing
many, diverse applications has been less than optimal.

HPCC makes setting up your Active Directory OU's relatively easy. ESP creates all the OU's for you when it starts
up, based on the settings you defined in Configuration Manager. Y ou can then start Dali/ESP and use ECLWatch to
add or modify users or groups.

Y ou can assign permissions to each user individually, however it is more manageable to assign these permissions to
groups, and then add usersto these groups as appropriate. Create a group for developers and power users (people with
full read/write/del ete access), and another group for users that only have only read access and perhaps another group
that has both read and write access. Add any other groups as appropriate for your environment. Now you can assign
users to their appropriate group(s).

Active Directory, and LDAP Commonality

There are components that are common to both Active Directory and LDAP. There are afew relevant terms, that may
need some further explanation.

filesBasedn Deals with restricting access to files. Also referred to as “file scoping”.

groupsBasedn Controls the groups associated with the environment. For example, administrators, develop-
ers, ws_ecl only, etc.

modulesBasedn Specific to systems using a legacy central repository and controls access to specific mod-
ules. Any module you create in the application will create an entry in Eclwatch>>User/
Permissions>>Repository Modules

sudoersBasedn Deprecated.

workunitsBasedn Controls access to workunits.
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Using Cassandra for Workunit Storage

Beginning with version 6.0.0, you can configure your system to use Apache Cassandra™ database for Workunit stor-
age. Apache’ s Cassandra NoSQL data store is a software framework that supports data-intensive distributed applica
tions under afreelicense.

The default HPCC configuration continues to be the same--Workunits are stored in Dali’s data store and Sasha is
typically configured to archive workunits to disk to save memory usage.

Switching to Cassandra Workunit storage eliminates the need to archive workunits and allows you to manage your
data independently.

This section details the steps to configure your HPCC platform to use Cassandra as a Workunit server.

Cassandra as a Workunit Server

Pros and Cons

Dali Cassandra

Storing in Dali requires no additional software or work |Must install and configure a Cassandra server
Sasha provides simple housekeeping Requires its own housekeeping and maintenance
Limited by Dali memory Unlimited (elastic scalability)

Archived Workunits are harder to access, must berestored | No need to archive so all Workunits can remain "Live"
before results can be seen

Single location Distributed, scalable, highly available.
Single backup of data supported. Manual Fail over Inherent fault tolerance with data replication, designed for
high availability.
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Installation and Configuration Overview

1. Install Cassandraand configure it as you wish. The only requirements to work with an HPCC platform are:
a. Create a keyspace to use for Workunit Storage in Cassandra. The default is hpcc.

b. If youwant security, you should set up Cassandra’ s authentication and create a superuser for HPCC to use. These
credentials must then be entered in the DaliPlugin configuration in Configuration Manager.

c¢. Ensure your Cassandra server can be reached by your HPCC nodes. (listen_address and rpc_address)
d. Know your Cassandra settings (1P, Port, keyspace, user credentials, etc.)
2. Use Configuration Manager to configure your HPCC platform to use Cassandra for Workunit storage.
3. Make sure Cassandrais running.

Once you have configured your HPCC Platform to use Cassandra for Workunit storage, you must make sure Cas-
sandrais running before starting your system.

4. Push out your environment.xml and restart your HPCC Platform.
5. If you have existing Workunits, export them from Dali and import them into Cassandra using wutool.
6. If you have existing archived Workunits, and you want them active, import them into Cassandra.

a. Once Workunits are stored in a Cassandra Workunit store, Sashawill no longer archive Workunits (despite any
settingsit may have).

b. Any previously archived Workunits will remain in storage on the Sasha server and will continue to be available
in the same manner they have been.

© 2016 HPCC Systems®. All rights reserved
104



HPCC System Administrator's Guide
System Configuration and Management

Configure your HPCC platform to use Cassandra for
Workunit storage

This option is configured by adding a DaliPlugin component to your system.

Connect to Configuration Manager

In order to change the configuration for HPCC components, connect to the Configuration Manager.

1

2.

Stop al HPCC Components, if they are running.

Verify that they are stopped. Y ou can use a single command, such as:

sudo /opt/HPCCSyst ens/ shi n/ hpcc-run.sh -a hpcc-init status

. Start Configuration Manager.

sudo / opt/ HPCCSyst ens/ shi n/ confi gngr

. Connect your web browser to the Configuration Manager web interface.

(using the url of http://<configmgr_IP_Address>:8015, where <configmgr_IP_Address> is the IP address of the
node running Configuration Manager)

. Select the Advanced View radio button.

. Usethedrop list to select the XML configuration file.

Note:  Configuration Manager never works on the active configuration file. After you finish editing you will
have to copy the environment.xml to the active location and push it out to all nodes.

. Check the Write Access box.

Default accessis read-only. Many options are only available when write-accessis enabled.
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Adding the DaliServerPlugin component

The DaliServerPlugin controls your Cassandra Workunit storage options.

1. Right-click on Navigator Pane and choose New Components from the pop-up menu, then choose Dali Ser ver Plu-
gin from the pop-up menu.

HPCC Systems

Navigator [ < |
w Environment-
Hardware
Mew Components dafilesrv
MNew Esp Services 3 dali
Delete Component/Service dallplugln
- S T L dfuserver
Irecta Ll ~Omponentaer e IC [ DerZDnE
Drop Z0me - mydropZone eclagent
Ecl Agent - myeclagent eclccserver
Ecl CC Server - myeclccsenver eclscheduler
Ecl Scheduler - myeclscheduler esp
Sy ftslave
3 IdapServer
w Esp Service (3) roxie
myws_ecl thor
myws_sq| topalogy
FT Slave - myftslave esplogaingagent
Roxie Cluster - myroxie e e
htpasswdsecmar
Sasha Server - mysasha
Thaor Cluster - mythor
Topology - topology

2. Fill inthe DaliServer Plugin properties:
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a. Fill inthe Attributes tab with the appropriate settings for your existing Cassandra Server.

WPCC Systems

MNavigator o DaliServerPlugin
« Enviromment -
Hardware m Plugin Options

+ Sofware Ame willlse

I - miydafilesny 1
LSS - daliSersprs mydali
ent it createWorkUnitFac
Dwaili Server - mydali S ol '
Dfu Server - mydiuserver
Direcioriaa cassandrasmbed

WarkuniServer

Drop Zone - mydropzong
Ecl Agent - myeclagent
Ecl CC Server - myeciccsanar
Ecl Schedular - myaclscheduler
Esp - myesp
¢ [Esp Senvice (3)
FT Slave - myfislave
R Clisier - rytduis
Sasha Server - mysasha
Thor Clister - mythor
Topology - topalogy

e anmat 0, o e
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b. Add the following options on the Options tab.

HPCI Systems
Navigstor @

w» Environmant - jim2 xml
Hardwang
+ Software

Dafilesry - mydafilasry

Ciall Server - mydall
Crfu Server - mydfusaner
Ciracionies
Drop Zone - mydropeone
Ecl Agent - myeclagent
Ecl CC Server - myeclccsanar
Ecl Schisduler - myecischeduler
E=p - myesp

¢ Esp Samvice (3)
FT Slave - myfslave
Rowie Clusier - myroxie
Sasha Server - mysasha
Thiesr Cluslar - mythar

Topology - Dpology

Note:

c. Click onthedisk icon to save.

DaliServerPlugin
LGP Plugin Options
e -;aiue

BENVEr NN NN, NN
randornVWusdS uffi 4

keyspace hpet

Ul hipe€

passwond hpee

L ROy Sy S L )

User and password are only needed if your Cassandra server is configured to require credentials.

3. Copy the new xml file from the source directory to the /etc/HPCCSystems and rename the file to environment.xml

# for exanple

sudo cp /etc/HPCCSyst ens/ sour ce/ NewEnvi ronnment . xm /et ¢/ HPCCSyst ens/ envi r onment . xni

A

Make sure that you have sufficient privileges to write file(s) to the destination directory before at-
tempting to copy. If prompted to overwrite the destination file, you should answer yes.

4. Copy the /etc/HPCCSystems/environment.xml to /etc/HPCCSystems/ on every node.

Y ou may want to create a script to push out the XML fileto all nodes. A sample script is provided with HPCC. The
following command copies the XML files out to all nodes as required:

sudo / opt/ HPCCSyst ens/ shi n/ hpcc- push. sh <sourcefil e> <destinationfile>

5. Restart the HPCC system on every node.
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Using wutool

wutool action [WUID=nnn] [ DALISERVER=ip | CASSANDRASERVER=ip] [option=value]

Thewutool isacommand line utility used to maintain your Workunit store. It can be found in /opt/HPCCSystems/bin/
on any server where the platform has been installed. You can use this utility to export your Workunits from a Dali
server and then import into a Cassandra data store. Y ou can also useit to import archived workunits on a Sasha server.

Actions

list <workunits> List workunits.

dump <workunits> Dump xml for specified workunits.

delete <workunits> Delete workunits.

results <workunits> Dump results from specified workunits.

archive <workunits> Archive specified Workunits to xml files. The following options are supported:
[TO=<directory>]
[DEL=1]
[DELETERESULTS=1]
[INCLUDEFILES=]]

restore <filenames> Restore from xml files. [INCLUDEFILES=1]

orphans Delete orphaned information from store

cleanup [days=NN] Delete workunits older than NN days

validate Check contents of workunit repository for errors. [FIX=1] will try to repair any issues
found.

clear Delete entire workunit repository (requires entire=1 repository=1)

initialize Initialize new workunit repository

<workunits> can be specified on the command line or can be specified using a filter owner=XXXX. If omitted, all
workunits are selected.

Options

(These options are valid if CASSANDRASERVER is specified)

CASSANDRA_KEYSPACE Cassandra keyspace. default is hpcc.
CASSANDRA_USER Cassandra username to use (if needed).
CASSANDRA_PASSWORD Cassandra password to use (if needed).
TRACELEVEL Trace level (1-10)

Examples:

/ opt / HPCCSyst ens/ bi n/ wut ool archi ve DALI SERVER=. del =1

/ opt / HPCCSyst ens/ bi n/ wut ool restore *.xm CASSANDRASERVER=192. 168. 56. 120 CASSANDRA KEYSPACE=hpcc?2
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Redefining nodes in a Thor Cluster

To reconfigure aThor cluster where you replace existing nodes (with new IP's) or add or remove nodes, you must take
an additional step to restructure the group. Dali will not automatically restructure an existing group.

Thisis because existing published files reference the previous cluster group state by name and therefore changing its
structure would invalidate those files and make the physical files inaccessible.

There are a couple of scenarios where you would want to redefine your Thor cluster.

Replacing faulty node(s)

If datafiles are replicated, replacing a node and forcing the new group to be used by existing files may be desirable.
In this scenario, reading an existing file will failover to finding a part on the replicate node, when it tries to find a
physical file on the new replacement node.

To force the new group to be used, use the following command:
updt dal i env <environment _file> -f

In cases where there is no replication, data loss may be unavoidable and forcing the new group may still be the best
option.

Resizing the cluster

If you are adding or removing Thor cluster nodes but all previous nodesremain part of the environment and accessible,
you must rename the group that is associated with the Thor cluster (or the Cluster name if there is no group name).

This will ensure al previously existing files, continue to use the old group structure, while new files use the new
group structure.

In summary, if the Thor cluster changes it must be updated in the Dali.
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Best Practices

This chapter outlines various forms of best practices established by long time HPCC users and administrators running
HPCCinahighavailability, demanding production environment. Whileit isnot required that you run your environment
in this manner, as your specific requirements may vary. This section provides some best practice recommendations
established after several years of running HPCC in a demanding, intense, production environment.

Cluster Redundancy

There are several aspects of cluster redundancy that should be considered when setting up your HPCC system.

Make sure you allocate ample resources to your key components. Dali is RAM intensive. ECL Agent
@ and ECL Server are processor dependent. Thor should have a minimum of 4GB RAM per node.

Dalli

Dali should be run in an active/passive configuration. Active/passive meaning you would have two Dalis running, one
primary, or active, and the other passive. In this scenario all actions are run on the active Dali, but duplicated on the
passive one. If the active Dali fails, then you can fail over to the passive Dali.

Another suggested best practiceisto use standard clustering with aquorum and atakeover VIP (akind of |oad balancer).
If the primary Dali fails, you move the VIP and data directory over to the passive node and restart the Dali service.

DFU Server

Y ou can run multipleinstances of the DFU Server. Y ou can run al instances as active, as opposed to an active/passive
configuration. There is no need for aload balancer or VIP. Each instance routinely queries the Dali for workunits.
Should one fail, the other(s) will continue to pull new workunits.

ECLCC Server

Y ou can run multiple activeinstances of the ECL CC Server for redundancy. Thereisno need for aload balancer or VIP
for this either. Each instance will routinely check for workunits. Should one fail, the other(s) will continue to compile.

ESP/ECL Watch/WsECL

To establish redundancy, place the ESP Serversin a VIP. For an active/active design, you must use a load balancer.
For active/passive you can use pacemaker/heartbeat. If you run active/active, you should maintain a single client's
connection to asingle server for the life of asession for ECL Watch (port 8010). Other services, such as WsECL (port
8002) do not require a persistent connection to a single server.

ECL Agent

Y ou can run multiple active instances of the ECL Agent. No need for aload balancer or VIP. Each instance routinely
gueries for workunits. Should one fail, the other(s) will continue to pull new workunits.

Sasha

Sashashould beruninan active/passive configuration. Active/passive meaning you would have two Sashas configured,
one primary (active), and the other standing by.
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ECL Scheduler

No need for aload balancer, runs active/active. Each instance routinely queries for workunits. Should one fail, the
other(s) will continue to schdeule workunits.

Thormaster

Set up Thor in an active/passive configuration. Active/passive meaning you would have two instances running, one
primary (active), and the other passive. No load balancer needed. If the active instance fails, then you can fail over to
the passive. Failover then usesthe VIP (akind of load balancer) to distribute any incoming regquests.

Dropzone

Thisisjust afileserver that runs the dafilesrv process. Configure in the same fashion as you would any active/passive
file server. One primary, or active, and the other passive. No load balancer needed. If the active instance fails, then
you can fail over to the passive.
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High Availability

If you require high availability for your HPCC system, there are some additional considerations that you should be
aware of. This is not comprehensive list, and it is hot meant to be step-by-step instructions for setting up disaster
recovery. Instead this section just provides some more information to consider when incorporating HPCC into your
disaster recovery plan.

Thor

When designing a Thor cluster for high availability, consider how it actually works-- a Thor cluster accepts jobs from
ajob queue. If there are two Thor clusters handling the queue, one will continue accepting jobs if the other one fails.

If a single component (thorslave or thormaster) fails, the other will continue to process requests. With replication
enabled, it will be able to read data from the back up location of the broken Thor. Other components (such as ECL
Server, or ESP) can also have multiple instances. The remaining components, such as Dali, or DFU Server, work in
atraditional shared storage high availability fail over model.

The Downside

Costs twice as much initially because you essentially have to have two of everything.

The Upside

Almost 100% of the time you can utilize the additional processing capacity. Y ou can run more jobs, have more space,
€tc.

Disaster Recovery concerns

The important factor to consider for disaster recovery (DR) is the bandwidth required to replicate your data. Y our
network administrator should evaluate this aspect carefully.

If you have tens of gigabytes of delta each day then an rsync type replication or some sort of hybrid model should
suffice. If you have hundreds of gigabytes to petabytes of deltas, the real limit is your budget.

A best practice isto find where the datais the smallest (at ingestion, after normalization, at Roxie) and replicate from
that point and rerun the processing in both locations.

The key to getting disaster recovery right is to know your data flow. For instance, if you are ingesting 20TB of raw
datadaily, then taking that raw dataand rolling it up, scoring it, indexing it, etc. Y ou would be better off replicating an
intermediate dataset (that we call basefiles), rather than replicating the large ingest. If the oppositeis occurring (small
daily ingest and then blow the data up in size) — you would be better off to ingest the input and then re-run it.

Thor has the ability to do a“Thor copy” which copies data from one cluster to another. You can aso do this through
ECL code. Additionally, you may decide you don’'t want, or need to have a “hot” DR Thor. In that case, the most
common minor disasters cause only arelatively brief, less than 1 day disaster. Since Thor is responsible for creating
data updates it can take a day or a few to recover. The data just is not quite as fresh but as long as the Roxies are
replicated the datais still flowing. In the case of amajor disaster such as, amgjor earthquake, atidal wave, extended
total power loss, multiple fiber cuts, where the systems will be out for aday or more. The likelihood of that occurring
may not justify the costs of preventing against it.

Conclusion

Disaster recovery is a calculation. The cost of failure, times the likelihood per year of an event occurring, less than
or greater than the cost to prevent against it. Taking all that into consideration can help you to put asensible DR plan
in place.
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Roxie

In the case of Roxie, a best practice is to have multiple Roxie clusters and use a proxy to balance. In case of how to
keep the datain sync, a pull approach is best. The Roxie automatically pulls the datait needs from the “source” listed
in the packagefile. The data can also be pulled from another Roxie or a Thor. In most cases you would pull to your DR
Roxie from the primary Roxie out of the load balancer, but it can also pull from aThor in the primary location aswell.

Middleware

Replication of some components (ECL Agent, ESP/Eclwatch, DFU Server, etc.) are pretty straight forward as they
really don’'t have anything to replicate. Dali is the biggest consideration when it comes to replication. In the case of
Dali, you have Sasha as the back up locally. The Dali files can be replicated using rsync. A better approach could be
to use a synchronizing device (cluster WAN sync, SAN block replication, etc.), and just put the Dali stores on that
and just allow it replicate as designed.

Thereisn't just a one size fits all approach. Special care, design, and planning are required to make an effective DR
strategy that doesn't “over synchronize” across slow WAN links, but still provides you with an acceptable level of
redundancy for your business needs.
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Best Practice Considerations

There are several other aspects to best practice considerations, and these will change with your system requirements.
Thefollowing sections are some best practice considerations for some aspects of the HPCC system. Keep in mind that
suggested best practices are merely suggested and may not be appropriate for your needs. A thorough review of the
considerations highlighted here can be very helpful if your needs align with the stated considerations.

Multiple Thors

Y ou can run multiple Thors on the same physical hardware. Multiple Thors on the same hardware are independent and
unaware of each other. The Thorsrun jobs asthey receive them, regardless of what the other(s) is/are doing. The speed
of asingle job will never be faster with multiple Thors, but the throughput can be. Y ou can run two Thors picking up
jobs from two different queues or the same queue.

The downside of running multiple Thors on the same hardware is that the physical memory on the nodes needs to be
shared among each of the Thors. This needs to be configured per Thor cluster definition.

Y ou must not place multiple Thors on hardware which does not have enough CPU coresto support it. Y ou should not

have more Thors than number of cores. One good rule is to use a formula where the number of cores divided by two
is the maximum number of Thor clustersto use.

Virtual Thor slaves

Beginning in version 6.0.0, Thor clusters can be configured to take full advantage of the resources available per node
using Virtual Thor slaves.

In HPCC versions prior to 6.0.0, cluster configurations were typically set to N number of slavesPer Node , where N
equalled or approached the number of cores per machine.

Thisresulted in N independent slave processes per node, as seen below:

Node1 Node 2 Node 3

Sl 1| |Slawe 2| (Slawel| (Siawed Slawe 5| (Slavet| (Slwe 7| | Sawe 8§ SHeve 9 Blave 10 [Slanve 11| [Slave 12

This had several significant disadvantages:
» Each dave processin this configuration has an equal fixed split of the physical memory available to the node.
 Slaves do not share RAM or any other resources.

* Slaves use message passing via the loopback network interface for communication.
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Now a new approach is used, allowing virtual slavesto be created with asingle slave process, as depicted below:.

Node1 Node 2 Node 3

Slave 1 Slave 2 Slave 3
‘-.-"S V510 V511 V512

R o

* V5 = Virtual Slave (also known as a 'channel’)

* Inthis configuration, each physical node has a single Thor slave process.

» Each dave process has N virtual slaves. This is set using a Thor configuration option called channelsPer Slave
. Under this architecture, slaves within the same process can communicate directly with one another and share
resources.

Note: The slavesPerNode setting still exists and both may be used in combination if required.

Key advantages:

» Each virtual slave shares cached resources, such as key index pages, etc.

» Slaves can request and share all available RAM.

« Startup and management of the cluster isfaster and simpler.

» Allowsfor future enhancements to bring better management/coordination of CPU cores.

The significance of having access to all available memory becomes very significant for some activities. The clearest
exampleisa SMART or LOOKUP JOIN.

SMART/LOOKUP JOIN example

A LOOKUP JOIN works approximately as follows:

» Streamslocal dave RHS dataset to all other daves.

All daves gather global RHS into one table.

A hash table based on the hard key match fieldsis built.
e Onceall slaves are done, the LHS is streamed and matched against the hash table to produce the joined results.

Note: The complete RHS table and hash table must fit into memory; otherwise the join fails with an out of memory
error.

SMART JOIN is an evolution of LOOKUP JOIN. If it cannot fit the global RHS into memory, it will HASH
PARTITION the RHS and HASH DISTRIBUTE the LHS and perform a LOCAL LOOKUP JOIN.

© 2016 HPCC Systems®. All rights reserved
116




HPCC System Administrator's Guide
Best Practices

If it cannot fit the local RHS set into memory on any given node, then it will gather and sort both local datasets and
perform a standard JOIN.

The key advantage of LOOKUP JOIN is speed. If the RHS fits into memory, it can perform avery quick gather and
streamed JOIN of alarge LHS set, without the need of gathering and sorting anything.

The advantages of avirtual slave Thor configuration for ECL code using LOOKUP/SMART JOIN isthat in effect it
will have N times as much memory before it fails or fails over in the SMART JOIN case.

Itisalso much quicker; instead of broadcasting the local RHSto N slave process per node; it only hasto communicate
it to one. That one slave can share the same table and same HT with the other virtual slaves directly.

K ey advantages of LOOKUP/SMART JOIN in aVirtual Slave Thor Setup:

* N times as much memory available for RHS. In other words, the RHS can be N times bigger beforefailing or failing
over in SMART JOIN case. (In theillustrated example, the JOIN would have 4 times as much memory available)

* Significantly less communication of row data— equals significantly faster processing for larger RHS sets.

Huge Pages

Linux uses pages asits basic units of memory. Y our system may run faster and benefit from huge page support. Huge
pages of the appropriate type and size need to be allocated from the operating system. Almost al current Linux systems
are set up with Transparent Huge Pages (THP) available by default.

Thor, Roxie, and ECL Agent clustersall have optionsin the configuration to enable huge page support. The Transparent
Huge Pages are enabled for Thor, Roxie, and ECL Agent clustersin the default HPCC environment. Thor clusters can
stand to benefit more from huge pages than can Roxie.

Y ou can check the file /sys/kernel/mm/transparent_hugepage/enabled to see what your OS setting is. With THP you
do not have to explicitly set a size. If your system is not configured to use THP, then you may want to implement
Huge Pages.

Setting up Huge Pages

To set up huge page support, consult your OS documentation and determine how to enable huge page support. For
example, the administrator can allocate persistent huge pages (for the appropriate OS) on the kernel boot command
line by specifying the "hugepages=N" parameter at boot. With huge pages you also need to explicitly alocate the size.

In HPCC, there are three places in the configuration manager to set the attributes to use Huge Pages.

There are attributes in each component, in the ECL Agent attributes, in Roxie attributes, and in Thor attributes. In
each component there are two values:

heapUseHugePages
heapUseTr anspar ent HugePages

Enable Huge Pages in your operating system, then configure HPCC for the component(s) you wish.

Capacity Planning

Roxie clusters are disk-based High Performance Computing Clusters (HPCC) , typically using indexed files. A cluster
is capable of storing and manipulating as much data as its combined hard drive space; however, this does not produce
optimal performance.
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For maximum performance, you should configure your cluster so slave nodes perform most jobs in memory.

For example, if aquery uses three data files with a combined file size of 60 GB, a 40-channel cluster is a good size,
while a 60-channel is probably better.

Another consideration is the size of the Thor cluster creating the data files and index files to be loaded. Y our target
Roxie cluster should be the same size as the Thor on which the data and index files are created or a number evenly
divisible by the size of your Roxie cluster. For example, a 100-way Thor to a 20-way Roxie would be acceptable.

Thisis due to the manner in which datais loaded and processed by Roxie daves. If datais copied to slave nodes, the
file parts are directly copied from source location to target locations. They are NOT split or resized to fit a different
sized cluster. Therefore, if you load 50 file parts onto a 40-channel cluster, part one goes to channel one, part two
to channel two, etc. Parts 41-50 start at the top again so that part 41 goes to channel 1, and part 42 goes to channel
2, etc. The result is an unevenly distributed workload and would result in reduced performance. A cluster will only
perform as fast as its slowest node.

The final consideration is the number of Server processes in a cluster. Each slave must also be a Server, but you
can dedicate additional nodes to be only Server processes. This is useful for queries that require processing on the
Server after results are returned from slaves. Those Server-intensive queries could be sent only to dedicated Server IP
addresses so the load is removed from nodes acting as both Server and slave.

Configuring the Channels

Intheillustration below, the nodes are configured using an N+5 scheme to share channels. Channels can be configured
in many ways, thisis one example.
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In this depiction, each enclosure holds five Roxie dave blades (a row of servers in the picture). We will use this
example for the rest of this manual.
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Sample Sizings

This section illustrates sample system sizingsfor variouswork environments. Unlike system requirements, the foll ow-
ing samples are suggestions for setting up you system for various operating conditions.

Sample Sizing for High Data volume (Typical)

The most typical scenario for HPCC is utilizing it with a high volume of data. This suggested sample sizing would
be appropriate for a site with large volumes of data. A good policy is to set the Thor size to 4 times the source data
on your HPCC. Typically, Roxie would be about ¥4 the size of Thor. Thisis because the data is compressed and the
system does not hold any transient datain Roxie. Remember that you do not want the number of Roxie nodesto exceed
the number of Thor nodes.

High Data Thor sizing considerations
Each Thor node can hold about 2.5 TB of data(MAX), so plan for the number of Thor nodes accordingly for your data.

If possible, SAS drives for both Thor and Roxie as they amost equal to SATA drives now. If not for both, get SAS
drives at least for your Roxie cluster.

Thor replicates data and is typically configured for two copies.

High Data Roxie sizing considerations

Roxie keeps most of itsdatain memory, so you should allocate plenty of memory for Roxie. Cal cul ate the approximate
size of your data, and allocate appropriately. Y ou should either increase the number of nodes, or increase the amount
of memory.

A good practice isto allocate a Dali for every Roxie cluster.

Roxie should haveamirror. Thisisuseful, when you need to update data. Y ou update the mirror then make that primary
and bring the other one down. Thisisagood practice but not really a necessity except in the case of high availability.

Sample Sizing for Heavy Processing on Low Data Vol-
ume

The following section provides some sample sizing for heavy processing with approximately the amount of data in-
dicated.

750 GB of Raw Data

Thor = 3 (daves) + 2 (management) = 5 Nodes

Roxie = 3 (agents) + 1 (Dali) = 4 Nodes (This will mean that the environment will be down during query deployment)
Spares=2

Total = 13 nodes

1250 GB of Raw Data

Thor = 6 (dlaves) + 2 (management) = 8 Nodes
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Roxie =4 (agents) + 1 (Dali) = 5 Nodes (This will mean that the environment will be down during query deployment)
Spares=2

Total = 17 nodes

2000 GB of Raw Data

Thor = 8 (daves) + 3 (management) = 11 Nodes

Roxie =4 (agents) + 1 (Dali) = 5 Nodes (Thiswill mean that the environment will be down during query deployment)
Spares=2

Total = 20 nodes

3500 GB of Raw Data

Thor = 12 (slaves) + 5 (management) = 17 Nodes

Roxie = 6 (agents) + 1 (Dali) = 7 Nodes (This will mean that the environment will be down during query deployment)
Spares=2

Total = 28 nodes
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System Resources

There are additional resources available for the HPCC System.

HPCC Resources

The resources|link can be found under the Operations Icon link. Theresourceslink in ECL Watch providesalink to the
HPCC Sy:iems® web portal. Visit the HPCC &/stems® Web Portal at http://hpccsystems.com/ for software updates,

plug-ins, support, documentation, and more. Thisis where you can find resources useful for running and maintaining
HPCC on the web portal.

ECL Watch provides alink to the HPCC portal's download page: http://hpccsystems.com/download. Thisis the page
where you can download Installation packages, virtual images, source code, documentation, and tutorials.
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Additional Resources

Additional help with HPCC and Learning ECL is also available. There are online courses available. Go to :

https://|earn.lexisnexis.com/hpcc

Y ou may need to register for the site. There are several training videos and other very helpful information.
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